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Why (Study) the Humanities?
The  View  from  Science

Jenann Ismael

9.1.  Introduction

Questions about the value of the humanities and the relationship between 
the sciences and humanities have been very much in the news recently.1 Just 
a brief review in the public press shows scientists and humanists weighing in 
and responding to one another. Public opinion is shifting in favor of science 
and technological education. There are two related challenges that have been 
leveled about the value of the humanities.

 1. There is a threat to the perceived value of the humanities in the culture at 
large. This manifests itself in two ways: reduced public support for human-
ities research, and students being steered away from studying the humani-
ties in university.2 One often hears complaints of the form, “Why should 
we as a culture invest resources in humanities education? Why should we 
spend good money for our children to study French literature, or why 
should the state subsidize degrees in philosophy? Science and engineer-
ing degrees are effective ways of getting jobs and we (as a country) need 

1.   Stanley Fish, Steven Pinker, Philip Kitcher, Daniel Dennett, and Martha Nussbaum have all weighed 
in on the public discussion. A new report commissioned by a bipartisan quartet of lawmakers looks at 
the role of the humanities and social sciences in public education: http:// www.humanitiescommission.
org/ .

2.   This is the threat addressed here: http:// today.duke.edu/ 2013/ 06/ humanitiesreport.
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more scientists and engineers, but what is a degree in cultural anthropol-
ogy worth?”

 2. And then there is the threat to the humanities mounted by those who 
claim that in a scientific worldview the human sciences will ultimately be 
absorbed into (or replaced by) the hard sciences, and there will be no place 
for the humanities as a source of knowledge.3 Those who defend this pos-
ition base it on the claim that we are bits of matter, alongside other bits of 
matter, governed by material laws, and so understanding ourselves is not 
different in principle from understanding celery or cells. The great com-
plexity of the human has fostered the illusion that human behavior is dif-
ferent in kind, but that position is indefensible from the point of view of 
science.

On the face of it, these are two quite different challenges. In response to the 
second, the position that some have retreated to is to relinquish the claim 
that the humanities provide a source of knowledge about the human being 
and hold that it “makes our lives better” in other ways. In response to the first, 
some have argued that contrary to appearances, a humanities education will 
make you a better lawyer, businessman, get you a better job, or make you bet-
ter at public relations (see Rand 1999). Martha Nussbaum has argued that it 
makes you a better citizen and so is crucial to the success of the polis.4 A more 
dismissive answer is provided by Stanley Fish, who rejects corporate or eco-
nomic values as the sole or ultimate arbiter of value. He demands to know 
why the humanities should have to justify themselves by those standards any 
more than corporate values have to justify themselves by the standards of the 
humanities. One might make more money as an engineer, but one would 
be culturally illiterate, historically ignorant, and uninsightful. Rhetorically, 
Fish is right. There is no reason that the humanities should have to justify 
themselves by the standards of the sciences. His response, however, makes it 
sound as though the humanities are a pleasurable diversion to be enjoyed by 
those with the privilege of leisure, and that is not the kind of defense that 

3.   Alex Rosenberg is the most outspoken advocate of the position, though one finds glimmers of it in 
the opinions of many scientists and philosophers, and it is a challenge that any self- styled naturalist has 
to address in their own thinking.

4.   Nussbaum (2010). Fareed Zakaria, in an interestingly related recent piece in the Atlantic, has argued 
that education in the humanities, as opposed to STEM education, makes one more creative and entre-
preneurial and that is what has allowed America to flourish economically despite lagging behind in 
STEM education.
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will persuade a parent to support a child’s decision to study art history rather 
than (say) physics. A deeper defense would say what kind of knowledge the 
humanities provide, how it differs from that of the sciences, and why it is 
indispensable in a well- lived life. It would address the relationship between 
the scientific vision of the human being and the humanistic one explicitly, and 
say whether the humanistic vision is undermined by what science is teaching 
us about ourselves. This way of putting it brings it close to the second prob-
lem, so I want to begin by addressing that one.

9.2.  The Physics of Open Systems

Every physical system falls under the scope of general microscopic laws that 
govern the universe as a whole. Those laws are exact and exceptionless. At the 
level of human behavior those laws are also local and deterministic.5 Consider 
any subsystem of the universe and an enclosing sphere of any diameter around 
that system.6 We call the variables that characterize the world on the boundary 
and outside the sphere exogenous, and those that characterize the interior of 
the sphere endogenous. Locality entails that the values of variables on the sur-
face of the sphere screen off (render irrelevant) the values of variables outside 
the sphere. This, together with determinism, entails that if we know the initial 
state of the matter inside the sphere and all of the forces that impinge on the 
surface of the sphere over any interval of time, we can predict the behavior of 
anything inside the sphere with certainty. This holds regardless of the size of 
the sphere and regardless of what kind of matter it encloses. Let’s call this the 
DL principle (for deterministic- local).

The DL principle holds for the collection of dust particles in this little bit 
of space. It holds for planets. It holds for toasters, and tree frogs. And it holds 
also for the human being. So, here’s a human being. Here are the exogenous 
influences impinging on a sphere enclosing it. What physics tells us is that if 
we have the initial state of the body and we know the forces impinging on the 

5.   The classical setting simply gives us a precise physical framework in which the challenge takes its 
sharpest and most pressing form. Until the interpretation of quantum mechanics is settled, it is impossi-
ble to say definitively whether it makes a difference to human action, though there are no positive phys-
ical reasons right now for thinking it will make any significant difference. At the level of brain function 
relevant to human action, classical physics is the effective theory.

6.   We make it a sphere just for convenience. We can try to get it as close to the boundaries of the body 
as possible, though the boundaries of the body are a little vague (is the hair on your skin part of your 
body? What about the skin cells just flaking off . . . etc.).
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surface of the sphere through some interval, we can calculate how the body 
will move over that interval.

That sounds like a very strong result. But it is actually quite weak for the fol-
lowing reason. The number of degrees of freedom in the microscopic state of the 
enclosed system = (6 × the number of particles that compose the system). The 
number of degrees of freedom in the exogenous variables =roughly (6 × the number 
of particles in the rest universe).7 The DL principle says if we know the precise 
values of all of those variables, we can calculate with microscopic precision how 
any physical system enclosed in that sphere will behave. It does not entail that 
knowing anything less than that will let us calculate anything about that system. 
It entails, that is to say, that if we know everything we can calculate everything. 
It doesn’t entail that knowing less than everything will let us calculate anything.

Here’s what I mean. Let’s consider a quarter, and let’s suppose that the only 
thing we really care about concerning its behavior is whether, if it is tossed 
right now, it will land heads. The DL principle tells us that if we know its 
initial microstate and the values of all exogenous variables impinging on it 
through the course of the toss, we can calculate with certainty how it will 
land. But it also tells us— and here is the crucial part— that nothing less will 
do. The reason is that the dynamical laws entail that whether a coin lands 
heads or tails on a given toss is so sensitive to the microscopic values of so 
many exogenous variables— e.g., the exact angle at which it is released, the 
Brownian motion of dust particles in the air, indiscernible fluctuations in 
speed and direction of wind— that unless we know all of this with perfect 
precision, or can control their effects, the outcome of the toss cannot be pre-
dicted.8 What is happening here is that coin tosses amplify ignorance. They 
transfer any ignorance we have about the microscopic state of any of the par-
ticles that might make some impact on the boundary of the sphere into igno-
rance of the result of a given toss.9

7.   One qualification is necessary to make this strictly correct, but it makes no practical difference here. 
If the universe is big enough and the sphere is small enough, and we live in a universe in which informa-
tion cannot be packed densely in any region of space, there may be fewer degrees of freedom on the 
boundary of the sphere.

8.   In the case of coin tosses, we can attach probabilities to outcomes (fifty- fifty for fair coins, different 
probabilities for weighted coins), because there are stable relative frequencies over the dynamically rele-
vant exogenous variables, but that itself is not something that is generally available. If we can control the 
effects of exogenous variables, the outcome can be reliably predicted. It is because of the lack of knowl-
edge and absence of control in everyday circumstances that makes coin tosses effectively unpredictable.

9.   Note here that this is a different phenomenon from the sort of unpredictability that arises with cha-
otic systems. In the case of chaotic systems, the unpredictability has its source in the nonlinearity of the 
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9.3.  Science Is about Generality; Humans Are   
All Specificity

When you see how weak the DL principle is, you might be surprised that 
we can have a predictive science of any open subsystem of the world. And, 
indeed, the vast majority of open subsystems (if by “open subsystem” we 
mean the matter contained in any region of space- time around which we can 
draw a closed boundary) do not exhibit the kind of regularity that makes it 
possible to formulate simple, predictive laws that express their behavior as a 
function of the state of the environment.10 But some do. And we can look at 
the kind of dynamics that a bit of matter has to have to make a predictive sci-
ence of its behavior possible.

Let’s start with a toaster, and let’s suppose that we are interested primarily 
in its gross, discernible macroscopic behavior. The toaster sits inactive when 
the lever is up. Depressing the lever lowers a chassis in which bread is placed 
and initiates a process in which electricity heats internal grills to a certain 
temperature for a fixed amount of time. When the process is done, the chas-
sis returns to its normal position. There are simple laws for this behavior of 
toasters because a toaster has a (relatively) fixed internal structure that (more-
over) makes only a small number of variables relevant to that behavior. The 
position of the lever and the knob to determine grill time matter, but not 
the presence of wind or the absence of noise. Small differences in input don’t 
produce grossly different responses. It doesn’t matter exactly how hard or fast 
you push the lever.11 The internal wiring is hard, and designed to produce the 

equations and arises for closed systems as well as open ones. When dynamical equations are nonlinear, 
tiny differences in initial state can lead to radically different outcomes. That means that anything less 
than perfect precision in knowledge of the initial state can leave us with very great uncertainty (uncer-
tainty spread all over phase space) about the final state. The sort of failure of unpredictability under 
discussion here has nothing to do with nonlinearity of dynamical equations. It has to do, rather, with 
the openness of the systems and their sensitivity to exogenous variables. It arises even if the dynamical 
equations are linear.

10.   Philosophical usage often counts as a law only perfectly universal, fundamental generalizations. 
I am using the term loosely, to include defeasible, counterfactual supporting regularities of all kinds. So 
what we are looking for is a description of the gross behavior of a system (typically its movements) as a 
function of environmental impact. In the case of living organisms, these kinds of laws are often thought 
of in terms of its responses to stimuli.

11.   Of course, this is all true only if we describe the toaster at a very coarse- grained level, and restrict the 
predicted behaviors. If we include temperature in “discernible behavior” and allow very fine discrimina-
tions, none of this would be true. The behavior would exhibit a high sensitivity to microscopic changes 
in its environment.
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same response for the life of the toaster.12 We don’t need to know very much 
either about the environment, or what goes on inside a toaster to know how 
to expect it to behave, so long as it is operating normally.

Using this as a model, we can say that there are simple laws that allow us 
to express the behavior of an open system as a function of its environment 
wherever there exists a reduced variable subspace of the physics of the uni-
verse that makes only certain variables relevant to behaviors of interest, fixing 
the system’s internal structure so that the impact of those variables is constant 
(over short time scales), and linear (or approximately so).13 Toasters break 
down and wear out.14 But breakdowns are infrequent, so we can ignore them 
at some cost in the exactness of the laws, and wearing out is a gradual, predict-
able change that can be incorporated into predictive laws.

Many systems, often of tremendous complexity, conform to this model. 
For example, in self- organizing systems like termite colonies or slime molds, 
even though these systems have an enormous number of microscopic parts 
and the interactions among those parts contain feedback loops that would 
make the physical equations for their conjoined behavior effectively unsolva-
ble even if we knew the initial state of each of them, there is emergent behav-
ior regular enough to permit a reduced set of variables in terms of which we 
can find simple, predictive laws for the configuration. These simple, predictive 
laws, moreover, can be discerned without a good understanding of the under-
lying physics.15 There is no monolithic account of the dynamical underpin-
nings of systems that exhibit this structure. Scientifically, we’ve only begun 
to understand them. Although the open systems that exhibit this structure 
are the ones that tend to attract our scientific attention, it should be noted 

12.   What I mean by “hard” here is fixed, relative to a range of contexts. One way of making things hard, 
in this sense, is by making them rigid. But we can also make a connection between A and B hard relative 
to contexts C by having a lawlike regularity connecting A and B scaffolded by structure present in C. So, 
for example, the connection between the button on my garage opener and the garage is hard when the 
two are in spatial proximity and all of the background things that need to be in place for it to function 
properly are there.

13.   There are three things to note: (1) the existence of such laws is relative to behaviors of interest (see 
fn.13), (2) in saying that the internal structure is fixed, we don’t mean that it is static, but that it changes 
in ways that support a fixed relationship between input and output variables, and (3) simplicity has been 
left unanalyzed here. More can be said, but an intuitive conception of simplicity will do well enough 
for our purposes.

14.   We do need to know how they work to fix them, or to explain their behavior when they start behav-
ing anomalously.

15.   This is not an exhaustive list.
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that among all the open systems in the universe, they constitute a very small 
minority.

Living organisms also often exhibit this structure. Beginning with the 
macromolecules of DNA and RNA, we can trace step by step, as animal life 
moved from the simple ability to respond to frequently recurring environ-
mental conditions to much more powerful mechanisms for producing behav-
ior finely attuned to circumstance. Living systems have parts that are bound 
together in a relatively fixed configuration designed over ecological time to 
produce advantageous responses to stimuli.16 The frog brain, for example, is 
a remarkably well- designed instrument for (among other things) getting frog 
bodies to respond in reliably predictable and adaptive ways to stimuli. The 
frog responds to the image of a passing fly with a flick of the tongue because 
that is what it has been designed to do.17 There is a lot going on in the frog 
brain, but the activity is designed (in part) to produce regular macroscopic 
responses to a particular class of stimuli: to filter out the noise, ignore the dif-
ferences between one flyspeck and another, and get the tongue where it needs 
to be. Because this is what the frog brain was designed to do, one frog will do 
the same as another, and the behavior is more or less constant over time. The 
same goes for mongooses, and mole rats, and three- toed sloths.18

Viewed as part of this progression, what is special about the human being 
is that in the human mind we see the development of a cognitive platform for 
the emergence of a new behavior management strategy involving deliberation 
and choice. Instead of passing through a set of internal filters designed to keep 
behavior covarying reliably with features of the local environment, the effect 
of the stimulus on behavior is mediated by a process that seems almost per-
versely geared to undermine any possibility of general laws of human behav-
ior. Consider a mundane example of choice.

A mother walks into a shop to grab a coffee on her way home. She sees 
her young daughter, who is supposed to be at the library, talking to a boy 
that the mother doesn’t trust. She retreats before being seen, and walks home 
ruminating about what to do. The incident makes her realize that her daugh-
ter is growing up, a time she has been preparing herself for psychologically, 

16.   I borrow the phrase “wiring and connections” from Peter Godfrey- Smith (2004).

17.   Designed by natural selection or whatever hidden hand shaped the universe.

18.   Responses to environmental stimuli can adapt, but adaptation in an individual frog happens slowly, 
and only with sustained pressure from the outside. Like the wearing out of the wiring of the toaster, it 
can typically be anticipated and incorporated into the laws.
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but it seems too soon. She begins to think about her own life and her plans to 
have other children. A reconfiguration in her view of her daughter begins to 
occur. She wonders how much she doesn’t know about her daughter, and feels 
instinctively that this is a delicate time in her daughter’s life. By the time she is 
home, she has resolved to spend more time with her daughter and reaches for 
the phone to make dinner reservations at an old, favorite place.

The deliberative process is bringing into the causal chain between stim-
ulus and response, here, a whole lot of stored information collected over a 
lifetime of personal experience. This includes beliefs not only about the 
world, but also about herself, her daughter, their place in the world, personal 
plans, memories, intentions, and commitments. If a fly’s tongue snaps out 
unreflectively at a passing fly, the mature human adult runs his experience 
through a much more complex transformation that can— in the most reflec-
tive decisions— call up everything he is and has become. We are not Hamlets 
at every moment of our lives, but we have Hamlet moments. The result is that 
the choice- governed aspects of human behavior does not just depend on the 
immediate stimulus, but is open to influence from an in- principle unlimited 
number of sources, all stored in memory and encoded in the soft structure of 
the brain. As if that weren’t bad enough, the bearing of this information on 
behavior is filtered through a quite complex set of higher- order principles for 
choice (goals, values, priorities, beliefs about who we are and who we want 
to be) that themselves vary from one person to the next and are constantly 
evolving. Where do these higher- order principles come from? They are the 
products of experience, in some sense, but they are forged under the hot fire 
of personal reflection. And reflection is one of those processes that has the 
hallmarks of unpredictability. It is holistic, self- feeding, and ongoing. Even 
if there were a deterministic equation that someone could write down that 
would describe it, the feedback would make the equation unsolvable within 
a few steps. So not only does choice make all of one’s personal history poten-
tially relevant to one’s present behavior, it makes the bearing of personal his-
tory on behavior subject to second- order principles that are themselves highly 
variable both across the population and over the history of a single subject. 
And even if we held all of that fixed, very small differences in stimulus can 
produce huge differences in response. We are highly attuned to tones of voice, 
subtle cues we are scarcely conscious of (e.g., the something in the air that tips 
the balance between accepting and declining an invitation to speak in New 
Zealand). Small difference makers can lead to very large differences.

The effect of all of this is something that common sense knows, viz., 
that human behavior is highly individual and deeply unpredictable. 
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Responses to stimuli vary from one person to the next and over time in 
the history of a single person.19 In a toaster, the structure that mediates 
input and output is “hard,” and ordinarily changing slowly and in predict-
able ways. The structure that mediates stimulus and response in humans is 
“soft” and changes at lightning speed in ways that are directly relevant to its 
discernible behavior. The very processes that are designed to stabilize reg-
ular behaviors both across the population and over time in other animals 
are geared to produce variability and differentiation in the human being. 
All frogs flick their tongues at passing flies, birds flock, and bees dance. 
The choice- governed behavior of the individual human being, by contrast, 
is so highly sensitive to the specificities of personal history and belief, all 
encoded in the soft structure in the brain that, from an external perspec-
tive, choice effectively randomizes the effect of stimulus on response. There 
is no simple, general relationship between environmental stimulus and 
behavior. Whereas explanations of frog and fish behavior typically refer 
to the environmental stimulus and general laws of frog and fish behavior, 
explanations of human behavior typically appeal to accidents of individual 
history of which there are no traces in the stimulus and that can’t be col-
lected under general laws.20 Laws seek to capture generalities, and human 
beings are all specificity.21

19.   We are still physical systems, and so in principle if we knew the microphysical state of the world 
at some cross section of a person’s back light cone and we knew the laws that govern the universe as a 
whole, we could predict their behavior. The same is true for any physical system. The point is that in the 
case of the human being (or any system whose macroscopic behavior is determined a mechanism that 
draws on a fund of information evolving as quickly and idiosyncratically as personal belief ), nothing 
less will do.

20.   Philip Kitcher’s strategy is to break down the difference between science and humanities, to make 
the difference, as he puts it, one of degree rather than kind. That would make the humanities cousins 
of the sciences aiming for the same kind of understanding, employing the same kinds of methods, but 
with a less impressive history of success (though he tries to argue that this too is overstated). I think 
that he is right in much of what he says, and that the differences that I emphasize might be differences 
of degree rather than kind.

21.   The line between humans and animal cognition is more complex than the contrast between frog 
tongue- flicking and human choice suggests. On one end of the spectrum, we see simple organisms 
exhibiting very regular responses to the environment. On the other, we see humans exhibiting highly 
irregular responses to the environment on the other. As we move from one end of this spectrum to 
the other, we see increasing complexity both in the character of the stimulus and in the subtlety of the 
response. Experts disagree on whether there is a hard line to be drawn anywhere along this spectrum. 
It remains true that choice has the effect of bringing into the chain between stimulus and response 
information encoded in memory, and so the more information is encoded in memory, and the more 
that information varies across the population and over time, and the more behavior is governed by 
choice, the less regular responses to the environment will be.
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This is not to say that there aren’t very useful algorithms for predict-
ing how people will act. We rely on these algorithms every day of our lives. 
Their success depends on the fact that although we weren’t designed simply 
to respond in predictable ways to impact from the environment, we were 
designed to be deliberators. If we want to understand systems whose behav-
ior is governed by choice— i.e., to know what makes them tick, to guess how 
they will respond, to influence their behavior, and to interact with them 
effectively— we have to get good at psychological interpretation. We have to 
become skilled at understanding what other people believe and desire and 
feel. We need to understand one another, not in the way that we understand 
toasters and electrons, but as persons, i.e., as subject of experience and emo-
tion, as believers and agents. Anybody that can operate in the social world 
has rudimentary skill at psychological interpretation, but really learning to 
see things through other people’s eyes, to understand what they are think-
ing and feeling, what they hope and fear and value, having a rich sense of 
the complex inner world of another human being in all of its emotional 
and psychological complexity, that is a kind of understanding that can be 
fostered and developed by an education in the humanities. Someone who 
has grown up reading novels will learn to understand the complex hidden 
internal world that goes on inside another human being. Someone who has 
studied history will have an appreciation for the complex currents of cul-
ture that govern the unfolding of civilizations. Each of the fields tradition-
ally classified as humanities makes a distinctive contribution to this kind of 
understanding.

Reasons and explanations aren’t just about prediction. They will also make 
a contribution to a richer kind of understanding, a kind of understanding that 
is not just a matter of being able to predict how other persons will behave, but 
being able to see things through their eyes, being fair and generous and empa-
thetic. It enriches our understanding of the world by helping us understand 
people in the terms in which they understand themselves. That is something 
that we need to be able to do if we are relate to them not as material systems, 
but as subjects of experience and sources of agency. For we are social ani-
mals: partners, friends, coworkers, mothers, and teachers. The better we are at 
understanding one another in the way that we each understand ourselves, the 
better we will be in these capacities. These types of human understanding are 
not something that one can get from knowledge of physical law. Explanations 
that invoke reasons teach us how to interact with people as rational agents and 
seekers of value, to affect their behavior by persuasion rather than by trying 
to control them causally. They teach us to address the rational standpoint and 
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offer reasons for them to act as we want them to act, so that our effect on their 
behavior is mediated by their own deliberative processes.22 They guide in see-
ing things through other people’s eyes and being able to construct a narrative 
that is fair to all viewpoints. Understanding in human affairs requires that 
kind of understanding. Science is not, and never will be, a substitute for that 
kind of understanding.

9.4.  Science Is about Description; the Humanities 
Are (Partly) about Guidance

Of course that is only half of the story. What was said above was looking at 
the processes that mediate stimulus and response in a human being from a 
third- person standpoint. When we turn from a third- person to a first- person 
perspective, something else emerges that makes the indispensability of the 
humanities that much more manifest. Again, it has to do with choice, but 
this time it concerns the special status that choices have for the person making 
them. To other people’s lives, we are observers. We watch them make choices, 
try to gauge what they are thinking, guess how they feel, what they care about, 
and why they act the way they do. But we are not mere observers of our own 
lives. We live our own lives and we make up our own minds about what to 
think, and how to act. We bear a special relationship to our own thoughts 
and experiences that makes it impossible to take a purely detached attitude 
toward them. There is no way of abdicating our active participation in the 
making of our choices. From the mundane to the momentous (i.e., whether 
deciding which socks to wear or whom to marry), the universe will not make 
those choices on our behalf.23 The inescapability of choice is our situation 
in nature. And to be a chooser is to have a special kind of creative role in the 
production of our lives.

It is worth noticing how little of our own lives, for many of us, is dictated 
by the practicalities of survival. People need to eat and sleep to survive. In 
the state of nature, that meant that our daily lives were organized around the 
necessities of obtaining food, caring for our young, and maintaining shelter 
in terms largely dictated by our situation. One made a shelter with available 

22.   The contrast is with manipulation or coercion. Manipulation tries to control the output of the 
decision process by controlling the input. Coercion tries to bypass the decision process entirely by using 
physical force to move the body to move directly.

23.   We can choose to be passive, but choosing to be passive is a way of choosing.
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materials, and ate what one could get one’s hands on. The structure and con-
tent of daily life were not, to a very great extent, a matter of choice. Things 
are vastly different nowadays. The landscape of opportunities that the world 
presents is radically expanded. There are countless ways to make a living, and 
countless ways of maintaining house and home. You get to choose how to 
make a living, where to live, and whether to have children. And that is to say 
nothing of what to eat, what to wear, what music to listen to, what newspa-
per to read, and what to watch on TV. The choices we make are ultimately 
choices about who we are and who we want to be. Our identities as persons 
and agents is constituted by them. They give shape and definition to our lives 
in the way that the hammering of the sculptor gives shape and definition to 
the unformed stone, transforming an indefinite multitude of potential shapes 
into a single actuality.

It is in equipping us with tools to address the very personal questions—  
“What should I do? How should I live?”— that I see the humanities as mak-
ing an indispensable contribution. A humanities education can, among other 
things, open up the imagination to the rich array of possibilities of what to be. 
The bookish child of a farmer who reads Jude the Obscure for the first time can 
see a world open up that he hadn’t known. Books— by showing us examples of 
successful and failed lives— help us decide which of them are worth wanting. 
What I learned from Plato, Aeschylus, Dante, Goethe, Tolstoy, Joyce, Elliot, 
and Mann played a very personal role in making me who I am. Once you see 
all of that— i.e., once you see your role in creating history, rather than being 
a passive observer— you see that the humanities are not a recherché pursuit 
undertaken in leisure from which people with highbrow tastes draw enjoy-
ment. They help us decide what to make of our lives. They are the tools of our 
becoming.

It is sometimes said that if our scientific knowledge were good enough, at 
least in a deterministic world, we would be able to predict what we will do 
and we could just sit back and let it happen. One expression of the threat is 
embodied in the scientific challenge to free will.24 The thought seems to be 
that a completed scientific understanding of the world will push forward the 
boundaries of prediction, leaving no room for choice. But that there is some-
thing wrong with this line of thought should be clear from the observation 
that without your activity, there would be nothing to predict. Our choices 
don’t get made unless we make them (see Ismael 2016). Learning physics is not 

24.   This is explicit in Rosenberg (2011), for example.

OUP UNCORRECTED PROOF – FIRSTPROOFS, Tue Jul 25 2017, NEWGEN

oso-9780190469863.indd   188 7/25/2017   5:12:41 PM

jenannismael




Why (Study) the Humanities? 189

going to relieve you (in practice or in theory) of the burden of making choices. 
And it is not going to relieve you (in practice or in theory) of the burden of 
running your life, or making yourself into what you will be. Understanding 
ourselves will always be an art as much as a science because it involves a form 
of creation.

9.5.  Deciding What to Think and How to Feel

When R.  W. Hepburn remarked that “One may look upon the “material” 
of one’s life  .  .  . rather as an artist regards his canvas and paint or a sculptor 
his stone” (Hepburn and Murdoch 1956, 14– 58), he meant to be both calling 
attention to the creative role that we play in making our lives what they are, 
and observing that within the bounds of the given facts of our lives, there is 
a great deal of discretionary leeway in how we understand our lives. We each 
have to sift through the raw materials of our own experience and cull from 
them an understanding of what has happened to us and who we are. And this 
observation extends beyond our narrow understanding of our own lives to 
our understanding of the people around us and the world quite generally. We 
are always deciding what to think and how to feel about things. This is not 
a passive matter of simply opening our eyes, but a complex interpretive task 
that requires imagination and discernment. It requires imagination because 
it requires to us to be able to see the interpretive possibilities. The exercise of 
the interpretive imagination is something at which art, history, literature, and 
autobiography all excel. The right portrait can make the seedy seem romantic, 
the innocent seem menacing, and the sublime seem ridiculous. It can exalt 
the debased and deflate the exalted. Tom Waits’s descriptions of waitresses 
in cheap diners, Knut Hamsun’s scathing portraits of intellectuals, Toulouse 
Lautrec’s romantic visions of Paris brothels, and Degas’s gorgeous portraits of 
the ballet have a revelatory character, making us see their objects differently. 
Interpretation isn’t a matter of getting a complete or detached view of things. 
It doesn’t strive for the kind of forensic accuracy that is prized in scientific 
representation. It is a matter of selecting and suppressing, foregrounding and 
enhancing.25 It is designed to bring out one particular pattern, suggest an eval-
uation, and often to encourage us to feel a certain way. New ways of seeing can 

25.   Science is also very interested capturing patterns, but it tends to be interested in patterns that reveal 
regularity. It is interested in laws, and in induction, so it tries to isolate the shared and generalizable 
elements in nature.
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transform how we experience the world, making us see familiar objects in a 
novel way and discover value where we hadn’t seen it before.26

It demands discernment, because entertaining interpretive possibilities 
is only part of the task. We also have to decide what to think. When we have 
a fight with a spouse or feel affronted by an interaction with a colleague, 
we need to sort through what actually happened in our minds and arrive 
at some interpretation. In doing that, we are not trying to settle the simple 
narration of events (what he said, what I said, and in what order); we are 
trying to understand what happened in an evaluatively rich sense. We are 
trying to understand whether we have been wronged or are in the wrong, 
whether we should be hurt or apologetic, or whether we should be insulted 
or indifferent. On one interpretation of the fight with the spouse, I came 
home after a very difficult day, he attacked me for no reason, I responded 
defensively, and instead of staying and sorting it out, he left the house, leav-
ing me alone hurting and bewildered. On another interpretation, I walked 
in the door that night already wounded and needy. When he made a care-
less remark, I lashed out violently, and he left the house only to keep from 
angering me further. Getting this right matters in obvious ways, and it is not 
a simple task. It demands a disciplined and willful effort to see things from 
other people’s point of view, an unwillingness to acquiesce in self- serving 
interpretations, and the resolve to be fair and honest in our assessment. We 
portray others in a manner that is flattering to ourselves, and often mis-
diagnose the sources of our emotions. Iris Murdoch has done more, per-
haps, than anyone to describe the moral rigors of what I’ve called “getting it 
right.” Her most famous example concerns a mother- in- law who undergoes 
a transformation in her view of her daughter- in- law, and it is worth quoting 
in full.

A mother, whom I shall call M, feels hostility to her daughter- in- law, 
whom I shall call D. M finds D quite a good- hearted girl, but while not 
exactly common yet certainly unpolished and lacking in dignity and 
refinement. D is inclined to be pert and familiar, insufficiently ceremo-
nious, brusque, sometimes positively rude, always tiresomely juvenile. 
M does not like D’s accent or the way D dresses. M feels that her son 

26.   It is tempting to say that interpretation is about evaluation rather than fact, but this is to suppose a 
separation between fact and evaluation that is not psychologically faithful. The most basic descriptive 
terms that we use to represent a situation— ‘seedy’ vs. ‘romantic’, ‘innocent’ vs. ‘menacing’, ‘sublime’ vs. 
‘ridiculous’— don’t have a clearly identifiable, shared factual core.
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has married beneath him. Let us assume for purposes of the example 
that the mother, who is a very “correct” person, behaves beautifully 
to the girl throughout, not allowing her real opinion to appear in any 
way.  .  .  .  [T] ime passes, and it could be that M settles down with a 
hardened sense of grievance and a fixed picture of D, imprisoned . . . by 
the cliché: my poor son has married a silly vulgar girl. However, the 
M of the example is an intelligent and well- intentioned person, capa-
ble of self- criticism, capable of giving careful and just attention to an 
object which confronts her. M tells herself: “I am old- fashioned and 
conventional. I may be prejudiced and narrow- minded. I may be snob-
bish. I  am certainly jealous. Let me look again.” Here I  assume that 
M observes D or at least reflects deliberately about D, until gradually 
her vision of D alters . . . . D is discovered to be not vulgar but refresh-
ingly simple, not undignified but spontaneous, not noisy but gay, not 
tiresomely juvenile but delightfully youthful, and so on. (Murdoch 
1970, 16– 17)

We are made to understand from Murdoch’s discussion that the altered 
interpretation of D comes closer to getting it right, and that getting it right is 
an epistemic matter, though not one that is simply a matter of looking. I think 
that we all understand what she is pointing to here. We have to interpret peo-
ple and events all the time, and suffer the interpretations of others. Sometimes 
(as M’s case) getting things right is a matter of being kinder and gentler in our 
vision of others, but sometimes it is a matter of seeing them under the cold, 
harsh light of sober assessment. It is not easy to recognize that your lover is an 
overconfident bore, or that your child is a cruel bully.

Getting things right doesn’t come easily. It brings with it a kind of truth 
and rigor that are quite different from the sort that one finds in the sciences. 
Murdoch said that it consists of “a refined and honest perception of what is 
really the case, a patient and just discernment and exploration of what con-
fronts one, which is the result not simply of opening one’s eyes but of a cer-
tain and perfectly familiar kind of moral discipline” (Murdoch 1999, 330). 
Humanistic disciplines— literature, history, and art, most obviously, but also 
philosophy, anthropology, and languages— engage the interpretive muscles. 
In so doing, they help us see more deeply into ourselves and others, and cul-
tivate the kind of understanding that helps us get it right in our own lives. 
There is no monolithic account of what the humanities are and what they do. 
These are just a couple of examples of the myriad complex ways in which the 
humanities help us make sense of ourselves and the world in which we live.
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One of the complaints or frustrations that people who gravitate to science 
or math sometimes make about the humanities is the squishiness of the subject 
matter. They complain that everything is qualitative, impressionistic, and a mat-
ter of discretion or judgment. They say that there is no proof, no certainty, and 
no truth. It is correct that there is no proof and no certainty, but that does not 
mean that there is no truth. The kind of truth they strive for is softer than the 
kind of truth we have in math or in the sciences. One has to get comfortable with 
ambiguity and squishiness and the lack of full resolution— i.e., with interpreta-
tion rather than calculation— to operate in that environment. But it resembles 
in that respect the messy world of human affairs. Not everybody needs to be 
a writer, artist, or historian to make some knowledge of literature, art, and his-
tory valuable. Reading Dostoyevsky, Thomas Mann, Milton, Joyce, Herodotus, 
Omar Khayyam, Plato, and Charlemagne teaches us all kinds of things that will 
enhance our perception and enrich our experience of the world. It will deepen 
our understanding of ourselves and other people, teach us how to live, how to 
love, and how to feel. That is enough to make it a valued part of the academy.

The upshot of all of this is that sciences and humanities don’t compete or 
conflict. They are entirely complementary, answering to different needs. The 
humanities provide a type of understanding that is both essential to human 
living and not readily attainable from science. The everyday notion of under-
standing makes room for both. Of course, that leaves open the vexed question 
about what universities are for. That is a question that we need to address as 
a culture. We do need to prepare a workforce and produce researchers who 
will help us cure cancer and save the earth. But education does not have to be 
just about that. It can also be about helping us make better choices, getting 
us to care about the right things, and opening up the imagination to new 
ways of thinking and being. The academy should be a place where all of these 
things can happen. If we ask ourselves what we would like to pass on to our 
children, I think that many of us would say that, alongside hoping that they 
learn a trade or a job that will support them, we hope that they learn how to 
be imaginative and resourceful and fair, that they become the kind of human 
beings that know how to love and that approach other people with subtlety, 
perceptiveness, and understanding. These are valuable qualities within the 
workplace and without.

9.6.  Conclusion

It has taken time for science to mature so that we can see the importance of the 
humanities as emerging from within the scientific conception of the human 
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being. If there was a time when the sciences and the humanities seemed to 
offer competing visions of the human being, that time is past. It is now possi-
ble to say on scientific grounds what is wrong with the idea that the sciences 
will ever replace (or displace) the humanities. The structure of human knowl-
edge is complex, but it forms a single fabric, in which the humanities have 
their place alongside the sciences, and which every part makes a contribution 
to understanding of ourselves and our place in the universe.
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Understanding and Coming 
to Understand
Michael Patrick Lynch

10.1.  Introduction

Suppose I ask you how to get to Larissa, and you give me the right answer. 
Suppose further your answer is not a guess; you have some grounds for it. 
There are lots of different ways that could happen. For example, you might:

 • Look it up on your phone
 • Remember how you got there last year
 • Do both of these things but also explain why certain routes that look 

good on the map are actually impossible or difficult because of the geog-
raphy and road conditions

As I  see it, all three of these actions might result in conditions that could 
ground your knowledge of how to get to Larissa. Such conditions represent 
three different ways our opinions can be grounded, by being based on:

 • Reliable sources
 • Experience or reasons that we possess
 • A grasp of the causal relations between local conditions and the feasibility 

of local travel routes

If, like me, you are tolerant of a sensible pluralism about knowledge, you’ll be 
comfortable saying that these different kinds of grounding give rise to different 
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kinds of knowing.1 The first sort of knowing is the sort we engage in when we 
absorb information from expert textbooks or good Internet resources. The 
second is the sort of knowing that occurs whenever possessing reasons or 
experience matters. And the third is different still— it is the sort of knowing 
we expect from experts— even if those experts are more intuitive than discur-
sive in their abilities. This is what I’ll call understanding. Understanding in 
this sense is what we have when we know not only the “what” but the “how” 
or the “why” (see Kvanvig 2003; Grimm 2006). Understanding is what the 
scientist is after when trying to find out the root causes of Ebola outbreaks 
(not just predict how the disease spreads). It is what you are after when you 
want to know why your friend is so often depressed (as opposed to knowing 
that she is).2

Many philosophers take understanding to be a distinctive kind of knowl-
edge that is particularly valuable. The kind of knowledge in question concerns 
grasping dependency relations. This chapter aims to investigate and address 
two well- known puzzles that arise from this conception. The first concerns 
the nature of understanding itself— in particular, the nature of the “grasping” 
relationship that understanding is thought to involve. The second concerns 
the source of understanding’s distinctive value. In what follows, I’ll argue that 
we can shed light on both puzzles by recognizing, first, the importance of the 
distinction between the act of coming to understand and the state of under-
standing; and, second, that coming to understand is a creative act.

10.2.  Understanding: The Functional Role

“Understanding,” like “perceiving,” displays a typical state/ act ambiguity. 
Taken in the first sense, it refers to a particular kind of epistemically valua-
ble intentional cognitive state.3 While the details differ, most views of under-
standing agree on certain common features they take the state to have. These 

1.   Ernest Sosa is the leading pluralist about knowledge in this sense. See Sosa (2010).

2.   Philosophical accounts of the state of understanding often differ over whether to take understanding 
as a form of knowledge or not. This is an important difference, although how important may depend 
on one’s account of knowledge; pluralist accounts, like the one I favor, are willing to take “knowledge” 
as multiply realizable. While I will continue to take understanding as a form of knowledge in what fol-
lows, the substantive contributions of this view are consistent with holding that the concepts are more 
distinct. For discussion, see Zagzebski (2001), Kvanvig (2003), Grimm (2006).

3.   The state I go on to describe is degree- theoretic. One can understand more or less.
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commonly cited properties of understanding can be used to help fix the ref-
erence of the “state” use of the term, and help us get clear on what we are 
talking about.

First, the state obviously is meant to be capable of having positive episte-
mic status— moreover, it can convey such status on other states. The state of 
understanding has probative force.

Second, it is directed at how or why something is the case. Thus, you under-
stand more about the civil rights movement if you understand why and how 
it came about; you understand string theory if you understand why it predicts 
certain events; you understand a person to the extent you don’t just know that 
she is unhappy, but what makes her unhappy.

We can take it that what is common between understanding how and 
understanding why is that we know something about the structure of the 
whole (see Grimm 2006; 2011). This sounds grand, and it can be, as when 
we understand how a proof works or why a great historical event occurred. 
But it can also happen on a smaller scale. Consider, for example, the lucky 
person who understands how her car works. She has this understanding in 
part, as we’ll discuss more fully in a moment, because she has certain skills, 
skills that give her the ability to see how various parts of a machine depend 
on one another: you can’t get the car to move without the battery and the 
battery won’t be charged without the alternator. You understand when you 
see not just the isolated bits, but how those bits hang together. Similarly 
with understanding why something is the case. When we understand why 
something is the case, such as why a certain disease spreads or why your 
friend is unhappy, or why a given apple tree produces good apples, we do so 
because we grasp various relationships. These relationships are what allow 
us to see the difference between possibilities, between one hypothesis and 
another.

If this is so, we might say that a third common thought about under-
standing is that understanding why or how is the result of grasping actual 
dependency relations, not just correlations. An instructive example is Plato’s 
Euthyphronic contrast:

x is holy when, and only when, x is loved by the gods.

Instances of this schema will be universally true. They might be true in all 
possible worlds. But simply grasping the instances doesn’t add up to under-
standing why what is holy is loved by the gods, or how holiness and the will 
of the gods are metaphysically situated in terms of one another. Therefore, it 
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doesn’t add up to understanding the nature of holiness. To truly understand, 
you also need to know what depends on what.

The dependency relations we grasp when we understand can come in dif-
ferent forms. Some relations might be about cause and effect. Think of a game 
of chess: if I move my bishop to a certain square, I cause it to change its posi-
tion. But they might also be logical: if I move my bishop to this square, it will 
be vulnerable to your pawn. Or semantic: the bishop can move to that square 
because the rules define it as being able to move diagonally across the board. 
In other words, the first important element of understanding a game like chess 
is grasping dependency relations: having systematic knowledge of how things 
both fit together and depend on one another, causally, logically, and other-
wise.4 Of course, knowledge of certain kinds of dependency relations might 
be particularly relevant to certain kinds of understanding. It seems plausible 
that scientific understanding, for example, gives pride of place to knowledge 
of causal relations.

Understanding, seen as stemming from the grasp of dependency relations, 
is consistent with, if it does not entail, holding that understanding can be 
directed at both theories and persons. Understanding a theory, on this view, 
would involve understanding the dependency relationships between the 
principles and theorems that constitute the theory. Likewise, understand-
ing a person would amount to understanding the relationship between their 
cognitive and emotional states and their behavior in certain contexts. In this 
sense, understanding a person amounts to grasping what “makes them tick,” 
as we say.5

The state of understanding is also seen as being related, directly or indi-
rectly, to other cognitive states and an agent’s behavior. Thus the idea that 
understanding is the grasping of dependency relations supports the idea 
that understanding, as numerous commentators have noted, is tied to expla-
nation. On some views, understanding of certain kinds involves having the 
grasp of a correct explanation, or at least having the potential for such a grasp 
(see Strevens 2013). But even if one does not take the (potential) to supply a 

4.   This is a broadly Aristotelian account of understanding. See Greco (2014). See also Grimm (2006). 
(Not everyone sees understanding as involving knowledge. See Zagzebski 2001.)

5.   One complicating factor is whether, as Stephen Grimm has noted, one needs to also take a person’s 
beliefs and desires to be intelligible in order to understand her. Here, I think it is relevant to remember 
that understanding is a matter of degree. I understand you to some degree if I understand why you do 
what you do. I understand you more if I understand why you do what you do and find your beliefs and 
desires intelligible. See Grimm (2016).
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correct explanation as a necessary condition for being in the state of under-
standing, it is plausible, at the very least, that understanding is conducive of 
good explanations.6

A related point is that the agent who understands thereby has certain 
abilities. The Oracle of Delphi supposedly announced that no one was wiser 
than Socrates. He famously replied that he only knew that he knew very lit-
tle, or what he didn’t know. So what sort of knowledge did he have? Well, 
consider what he was truly good at. One thing, surely, was asking questions. 
This came from a combination of knowing facts and the ability to draw con-
nections between them. As a result he had know- which, as it were. He knew 
which questions to ask.

This is suggestive. The person who understands is, to some degree, dis-
cerning not only the actual situation, but also why various hypotheses and 
explanations won’t work as well as how to ask what would (again, see Strevens 
2013). They know that kicking the refrigerator here and not there will help get 
it working. This is something that experts in general can do. Indeed, experts— 
those who understand a given subject best— are often able to increase their 
understanding even further because they have the ability to know which 
question they should ask in the face of new information. By so doing, they 
can, for example, reveal that Euthyphro knows nothing of piety.

Arguably, however, the skill of being able to ask good questions itself 
hinges, at least in part, on a simpler (and less overtly verbally orientated) 
cognitive capacity: the ability to make inferences and draw out a position’s 
consequences— and not just the actual consequences of, say, a given position 
on what causes apples to be tasty, but also the consequences of that position 
in certain counterfactual situations. This is precisely the skill that a good doc-
tor employs when considering whether to administer a drug, or a lawyer uses 
when considering an argument. It is also, arguably, the skill a good mechanic 
employs when considering whether to disassemble a head gasket, or an apple 
farmer uses when deciding whether another farmer’s advice is reasonable. 
And those who have the capacity to cognitively engage, should they have 
the requisite verbal and linguistic abilities, will know which questions they 
should ask in order to carry their inquiries even further.

This list of commonly cited characteristics of understanding is hardly 
exhaustive. But it can be used to give a partial functional characterization of 

6.   Thus understanding need not be factive, although the deeper it becomes, the more it will approach 
factivity. To understand perfectly, perhaps, is factive (For further discussion see Elgin 2009; see also 
Zagzebski 2001.)
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the state of understanding. Even a partial functionalist characterization can 
be used to fix the reference of the term. One suggestion might be this:

U: A state of some agent plays the understanding- role with regard to some 
subject when its content concerns dependency relations between prop-
ositions or states of affairs relevant to the subject; it is conducive of the 
agent’s ability to offer justified explanations of the relevant subject;7 and 
it disposes the agent to make further justified inferences both factual 
and counterfactual about the subject.

Such a state would presumably have positive epistemic status and 
probative force.

Like any functional description, this one still leaves much to be said. In 
particular, it leaves open the underlying psychological nature of the state or 
states that can play the role, and the value those states may or may not have 
when playing that role. Moreover, as we shall see, there is more to be said 
about the etiology of understanding— the distinctive causal antecedents of 
states playing the understanding- role.

10.3.  Grasping and Coming to Understand

So what is the state that plays the u- role? A natural suggestion, given what 
we’ve said so far, might be a distinctive cognitive attitude we’ve called “grasp-
ing.” While I think this suggestion is intuitive, and has something to be said 
for it, I don’t think it is productive, for two reasons.

First, and as Stephen Grimm has noted, the psychology of such relations 
is difficult to parse— especially when we take it as constitutive of a stable state 
(Grimm 2011).

One reason for that is that the root metaphor at work in “grasping” is 
obviously active. Grasping is something we do, and insofar as we think of it 
has having a distinct phenomenological character, it is a cognitive act, avail-
able to conscious attention. In contrast, understanding, taken as a state of 
mind, seems (like belief ) dispositional. Just as one might be in a state of deci-
sion (or indecision, as the case may be) without doing anything in particular, 

7.   This clause is intended to be neutral with regard whether agents have such an ability in the first place. 
If they do have such ability, the state playing the understanding- role will be conducive of that agent 
manifesting it. Children, for example, might lack that ability in certain contexts while still possessing 
some understanding. Thanks to Stephen Grimm for discussion.
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or even being conscious of being in that state, we can understand why some-
thing is the case without being consciously aware of that fact, and without the 
understanding being available for conscious attention. Your understanding 
in such a case is tacit or implicit. Arguably, much of what we understand we 
understand in this way, and we can forget that we understand something that 
we do understand.

As noted above, understanding is also thought to have distinctive value. 
A second problem with the suggestion that grasping is what plays the u- role, 
is that it doesn’t particularly help answer this question.

One might think at first that the reverse is the case. The thought would be 
that understanding is valuable because grasping dependency relations is val-
uable. That seems true, but it doesn’t say what is distinctively valuable about 
understanding. If cognitive contact with dependency relations is valuable, 
then it seems possible that we might have epistemically positive cognitive 
contact with such relations in other ways. That is, we might know about the 
relations without understanding them. If so, what constitutes the distinctive 
value of the grasping of those relations? One tactic is to argue that the value 
of grasping rests in the fact that understanding is “active” and not passive: as a 
result understanding, unlike other epistemic states, is a cognitive achievement 
(see Pritchard 2008). That is plausible. But it raises some questions all on its 
own.8 First, we might wonder what type of achievement understanding is. 
Second, if being in the state of understanding is an achievement, then being in 
that state must itself be the result of an act— the act of achieving understand-
ing. And generally, when we talk about achievements, we think that part of 
what makes the achievement admirable is that the agent voluntarily did some-
thing to achieve the goal. Achievements are partly valuable because, well, they 
were . . . achieved.

In sum, I  think that it is implausible that grasping is what plays the u- 
role. On the one hand, it seems to overcomplicate matters: it posits an active 
process to play the role of what is plausibly a dispositional or implicit state. 
Second, it underexplains: it doesn’t by itself, at least, explain why understand-
ing is held to have distinctive value over and above other kinds of knowledge.

That said, I  think it clear that grasping should figure in any account of 
what understanding is. The question is where.

8.   Similar problems arise with the possibility that understanding is valuable because knowledge is val-
uable, and understanding either is a type of knowledge or leads to knowledge. That just seems less than 
illuminating, since it doesn’t actually tell us what is distinctively valuable about understanding itself 
and/ or makes that value instrumental to another.
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I suggest we can make a promising start on this project by paying atten-
tion to the other half of the “understanding” state/ act ambiguity. More pre-
cisely, I think it is worth thinking about the process of coming to understand. 
This should shed light on understanding (the state) itself. That’s because like 
other kinds of mental states, the state’s etiology, or typical causal anteced-
ents, help to pick out its functional role. Think of the state of believing that 
certain things are in your visual field. Being in that state is the causal result 
of having visual experience. Likewise, to understand, one must first come to 
understand. My hypothesis is that an analysis of the cognitive act of coming 
to understand can help shed light on why we are tempted to say that under-
standing (the state) is a cognitive achievement, and why it involves an activity 
like grasping.

In the view we’ll entertain here, grasping is constitutive not so much of the 
state of understanding, but of the causally prior act of coming to understand; 
moreover, this prior act is partly definitive of the state it produces.

If this is right, then the state of understanding is distinctive in part because 
of its etiology; one comes to be in that state only in virtue of having been 
caused to do so by first engaging in an active psychological process which is 
available to conscious attention.9 But what is it to come to understand?

Coming to understand is a mental act in the same way that reflecting or 
deciding are mental acts. They are activities that your mind engages in. They 
take effort and increase the total cognitive load. A full description of the act 
of grasping is of course the job of empirical psychology and cognitive science; 
but prior theoretical reflection sharpens, here as elsewhere, our empirical 
inquiries. The sharpening I suggest is this: coming to understand, and there-
fore the grasping that helps to constitute it, is a creative act.

In order to begin to see why this is plausible, and how it sheds light on 
understanding itself and its value, consider a (probably apocryphal) story 
about Descartes. Descartes was a late riser. His habit, when possible, was to 
stay in bed till around noon— musing. One day, according to legend, he was 
watching a fly zoom around above his head when, suddenly, he realized that 
he could track its position by measuring its distance from the walls and the 
ceiling. He understood how to plot its flight path in space . . . and voilà! We 
get Cartesian coordinates, or so the story goes.

The story of Descartes’s fly— and others like it, such as those about Newton’s 
apple or Einstein’s clock— are instructive because they emphasize that the 

9.   Something can be available to conscious attention without, at that moment, being attended to.
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moment of coming to understand can involve sudden insight. Such moments 
are often called “aha moments” and, in the psychological literature, are collec-
tively taken to signify the “Eureka effect” (so named after Archimedes, who 
after a moment of great insight shouted “Eureka!”). Of course, most acts of 
understanding do not require the sudden novel inspiration that Descartes 
had. But all of them do involve some level of insight. Having such an insight 
is part of why understanding is fundamentally a creative act.

Creativity, or creative acts, are complex. They are marked by having a com-
bination of characteristics, characteristics that other acts can have but which 
taken together help to distinguish creative acts from other things humans do. 
One subset of creative acts— a particularly important subset— are creative 
mental or psychological acts. It is their characteristics I discuss here.

First, creative mental acts are new or novel. As Margaret Boden as famously 
emphasized, creative ideas needn’t be historically novel— like Descartes’s new 
geometrical ideas— but they are psychologically novel or novel to the creator 
(see Boden 2004). Thus, being creative isn’t the same as being original. People 
can have ideas that are creative for them. As Boden says, “Suppose a twelve- 
year- old girl, who’d never read Macbeth, compared the healing power of sleep 
with someone knitting up a raveled sleeve. Would you refuse to say she was 
creative, just because the Bard said it first?” (2004, 2). I don’t think so, and 
neither does Boden. Creativity is relative to a person.

Second, creative mental acts are generative of valuable, not just psycholog-
ically novel ideas. Creative ideas are valuable to the person’s cognitive work-
space. They move things forward on the conceptual field on which they are 
currently playing. They are useful and fecund. They have progeny, and they 
contribute to the problems at hand.

Third, creative mental acts are typically the result of the cognitive effort 
distinctive of synthetic imagination. The psychological act involved in com-
posing a song requires the ability to put together a complex string of different 
ideas about harmony, melody, and rhythm; the process of creating a coherent 
and believable fictional character likewise involves psychologically combin-
ing ideas of personality and physical description. That is, we think that crea-
tive mental acts often put things together in new ways.

So far, coming to understand seems to fit this model of creative psycho-
logical acts: it involves generating in a synthetically imaginative way new and 
valuable ideas. Which ideas? Those that concern dependency relationships— 
how things fit together. The “grasping” of those relationships, which lies at the 
heart of understanding, is what makes understanding creative. This is most 
obvious in paradigmatic, historic cases of new understanding, like Descartes’s 
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insight into how point location in Euclidean space can be plotted algebrai-
cally or Einstein’s flash of understanding relativity upon seeing a clock. But 
what about less historically original acts of understanding? Consider again a 
child who comes to understand, for the first time, why 0.150 is smaller than 
0.5. At that moment, the child is also having an insight— a realization of how 
things are related. Or consider again our student above, coming to under-
stand for the first time why Lady Macbeth sees blood on her hands, or why 
sailing is more pleasant and efficient when the wind is not behind you. Each 
of these acts of coming to understand are creative insights for the person in 
question, even though they are in no way novel.

The three characteristics of creative mental acts we’ve canvassed so far 
are not exhaustive; there is a fourth— one emphasized by Boden and more 
recently by Nanay (2014). Creative mental acts have a distinctive phenome-
nological feel. The phenomenology in question might be described as some-
thing akin to surprise. Boden calls this their “impossible” aspect— that is, an 
idea is creative for a person when she has a felt sense that the idea could not 
have been had prior to the moment of creation. Conditions were right, and 
the person suddenly “sees.”

It seems clear that the act of grasping/ coming to understand shares this 
characteristic as well. Indeed, it is particularly striking in this case. Coming 
to understand has a particular phenomenological appearance. In cases of sud-
den insight, this phenomenological aspect of creativity either constitutes, or 
leads to, the “eureka” feeling. But creative acts can be surprising even if they 
do not necessarily provoke that “aha” moment. Consider coming to slowly 
understand, for example, why a particular theorem followed from a particular 
set of premises— you understood, as we say, the proof. Even when coming to 
understand happens gradually over time it still feels “new”— as if you couldn’t 
have understood it prior to that moment. It feels as if you’ve made forward 
progress. That’s why it makes sense to say that the act of coming to understand 
is also surprising— again, not necessarily in the “eureka” sense— because the 
person who comes to understand feels as if they could not, relative to their 
past evidence and cognitive context, have understood it before that moment.

It might be thought that not all acts of coming to understand can be cre-
ative in this sense. Surely, one might think, coming to understand the simple 
logical entailments of what else I understand cannot be a creative. In many 
cases, those entailments, and seeing why they follow, is too trivial to count as 
truly creative.

In some cases, coming to know what follows from a proposition you 
understand, and why it follows, is not at all trivial. It requires great effort 
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and insight. In those cases you do come to understand the entailment. 
But in other cases such knowledge may well be trivial, and nothing in 
the account rules that out. That’s because coming to know a given entail-
ment may not be an act of coming to understand. Understanding is a mat-
ter of degree, and our account of the state implies that the greater one 
understands, the more one is able to draw the relevant inferences. Part of 
drawing the relevant inferences is knowing why certain entailments hold 
from what you do understand. Thus, if one understands <p> to a suffi-
cient degree one will, just by virtue of being in that state, know why cer-
tain entailments hold. That’s consistent with saying that while coming to 
understand <p> might be creative, one doesn’t separately come to under-
stand (in the target sense) <q>. That’s because if one understands <p> 
sufficiently, one is by virtue of that fact already disposed to know both <if 
p then q> and <q>.10

Some might protest that this account of creative mental acts is too permis-
sive. According to this line of thought, originating a new proof is creative. You 
are the first person that comes up with it. But simply coming to understand 
why the proof works isn’t creative.

This objection confuses ways something can be creative. A novel discovery 
or origination of a new proof is undoubtedly creative. Call this special type 
of creativity, which is very rare, o- creativity (for “original”). But as I pointed 
out above, not all creative acts are o- creative. (Consider, for example, the fact 
that someone might originate or discover a proof, the proof be forgotten for 
a thousand years, and then someone else might originate or discover it again.) 
Thus your act of first originating a proof might be o- creative, but my act of 
coming to understand it for myself might be creative for me. And that’s crea-
tivity enough.

Finally, it is worth emphasizing that the surprising or “impossible” aspect 
of creativity makes creating seem at once something we do (which it is) and 
at the same time something happening to us. The muse suddenly strikes. 
Realization comes in a flash. Coming to understand is like this as well. It 
involves insight, and insight, as the very word suggests, is like the voluntary 
opening of a door, a “disclosing,” as Heidegger said. One acts by opening the 
door, and then one is acted upon by seeing what lies beyond.

10.   In addition, it bears noting that even if one understands <p>, knows <if p, then q>, and on that 
basis, comes to know <q>, that fact alone doesn’t mean you come to understand <q> since you may not 
understand <if p, then q>.
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10.4.  The Value of Understanding

We can summarize the hypotheses floated in the last section as follows: To 
understand requires first coming to understand. And coming to understand 
involves actively grasping certain dependency relations, where grasping is a 
conative state of mind (both directed and active) with features associated 
with a creative mental act. In particular, the act of coming to understand/ 
grasping is creative for a person to the extent that it generates ideas that are, 
for that person:

 • Novel
 • Valuable
 • Resultant from synthetic imagination
 • Distinctive in their phenomenology: their “surprising” or “impossible” 

aspect.

Obviously, this description of the mental act of coming to understand/ grasp-
ing doesn’t tell us everything about its nature. But it does help us see what is 
distinctive and special about the act of grasping, and as a result, can help to 
guide further investigation. When we “look for” grasping in our psychologi-
cal theorizing and experimentation, the present suggestion is that we look for 
a mental act with these characteristics.

The above suggestion also allows us to adopt a more straightforward 
answer to the question of what occupies the u- role— that is, what kind of 
mental state is at play when we are in the state of understanding. The straight-
forward answer is that we are in a state of belief whose properties (both episte-
mic and psychological) allow it to play the understanding role. To understand 
is to believe in a certain way. But part of what it is to believe in that way is to 
arrive at the belief in a distinctive manner, to come to understand by grasp-
ing the relevant dependency relations. If so, then we can revise our functional 
analysis as follows:

U*:  A  belief (of some agent) plays the understanding- role with regard 
to some subject when the agent has been caused to be in that state by 
grasping dependency relations between propositions or states of affairs 
relevant to the subject; the ensuing belief is about those relations; hav-
ing the belief is conducive of the agent’s ability to offer justified explana-
tions of the relevant subject; and it disposes the agent to make further 
justified inferences both factual and counterfactual about the subject.
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The above analysis is consistent, of course, with some kind of psychological 
state other than belief playing the understanding role in some agents. But it 
seems likely that it is a kind of belief that most often realizes the role in human 
beings.

I began by suggesting that a focus on the act of coming to understand 
can shed light on two puzzles about understanding. The first puzzle was 
metaphysical, and concerned its nature. The above analysis provides an over-
all lesson. Like many other targets of psychological and epistemic analysis, 
understanding is distinguished by (1)  how we come be in the state; (2)  its 
properties and content; (3)  its effects on our behavior and dispositions to 
behave. Nonetheless, understanding is still a deeply interesting and important 
state of mind, one that our analysis predicts as requiring cognitive effort to 
achieve, the result of the act of grasping how things hang together.

The second puzzle about understanding our suggestion may help to solve 
concerns its value. But before dealing with this question directly, it is illumi-
nating to look at another long- standing issue about understanding: its rela-
tion to testimony.

Understanding is often said to be different from other forms of knowl-
edge precisely because it is not directly conveyed by testimony— and thus not 
directly teachable (see Zagzebski 1999; 2001). The thought is that you can 
give someone the basis for understanding via testimony, including the knowl-
edge that they must have in order to achieve that understanding. But in the 
usual cases, you can’t directly convey the understanding itself.

The question is why this should be. What is it about understanding that 
makes it difficult or impossible to convey via testimony? The present sug-
gestion supplies an answer:  in order to first understand, one must come to 
understand. And coming to understand is a creative act. As such, it requires 
a cognitive, generative psychological action on the part of the agent over and 
above whatever knowledge might be conveyed by another. An art teacher, for 
example, can give me the basis for creative thought by teaching me the rudi-
ments of painting. She can give me ideas of what to paint and how to paint 
it. But I did not create these ideas; I create when I move beyond imitating 
to interpret these ideas in my own way. Likewise, you can give me a theorem 
without my understanding why it is true. And if I  do come to understand 
why it is true, I do so because I’ve expended some effort— I’ve drawn the right 
logical connections. Coming to understand is something you must do for 
yourself.

Let’s contrast this with other kinds of knowledge. I can download ordinary 
factual knowledge directly from you. You tell me that whales are mammals; 
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I believe it, and if you are a reliable source and the proposition in question is 
true, I know in the receptive way. No effort needed. Or consider responsible 
belief:  you give me some evidence for whales being mammals. You tell me 
that leading scientists believe it. If the evidence is good, then if I believe it, 
I’m doing so responsibly. But in neither case do I thereby directly understand 
why whales are or aren’t mammals. You can, of course, give me the explana-
tion (assuming you have it). But to understand it, I must first grasp it myself. 
Understanding can’t be outsourced.

Earlier we noted that while it is intuitive that understanding has distinc-
tive, perhaps intrinsic, value, it is unclear what the basis of that value happens 
to be. Our reflections on why understanding isn’t conveyed by testimony rely 
on the fact that understanding is partly defined by its etiology; to be in the 
state, one must first come to understand. This same fact helps to explain the 
distinctive value of understanding as well.

Earlier we noted that we typically take understanding to be a cognitive 
achievement, and that fact is part of the explanation for why we think it is val-
uable. But seeing understanding as an achievement, we noted, means that the 
state must be something we do out of an act of will. It has to be, as it were, 
achieved. The present account dovetails with, and explains, this fact. We achieve 
understanding because we first come to understand— an act that requires effort.

Moreover, coming to understand is a creative act. And the creativity of 
that act helps to explain our intuitive sense that understanding is a cognitive 
state of supreme value and importance, not just for where it gets us but in 
itself. Creativity matters to human beings. That’s partly because the creative 
problem- solver is more apt to survive, or at least to get what she wants. But 
we also value it as an end. It is something we care about for its own sake. And 
that goes for coming to understand as well. It is an expression of one of the 
deepest parts of our humanity.
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Against Understanding (as a 
Condition on Explanation)
Bradford Skow

11.1.  Understanding as a Condition on Explanation?

It is often said that there is an important relationship between explanation 
and understanding. Like so many ideas about explanation, this one makes an 
appearance in Carl Hempel’s “Aspects of Scientific Explanation” (1965), the 
founding document of contemporary thinking about the topic. In the second 
section of that essay Hempel introduces the Deductive- Nomological Model 
of explanation, according to which (I’ll risk the reminder) an explanation of a 
fact X is a sound argument for X that essentially contains a law- stating prem-
ise. Hempel then writes:

[A]  D- N explanation answers the question “Why did the explanandum- 
phenomenon occur?” by showing that the phenomenon resulted from 
certain particular circumstances, specified in C1, C2, . . . , Ck, in accord-
ance with the laws L1, L2, . . . , Lr. By pointing this out, the argument 
shows that, given the particular circumstances and the laws in ques-
tion, the occurrence of the phenomenon was to be expected; and it is in 
this sense that the explanation enables us to understand why the phe-
nomenon occurred. (337)

What is going on in this passage? In particular, why did Hempel think 
it important to say the things he says in that last sentence? One natural 
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interpretation has Hempel assuming, in the background, a necessary condi-
tion on explanation:

The Explanation- Understanding Condition: Something E is an expla-
nation of some fact F only if someone who possesses E understands F— 
at least in normal circumstances.

Then, this interpretation continues, what Hempel does explicitly in this pas-
sage is assert (it would be too much to call it an argument) that the DN model 
satisfies the necessary condition the Explanation- Understanding Condition 
states.

The Explanation- Understanding Condition, if true, looks like it could 
be a really useful tool for evaluating theories of explanation. One basic 
way to evaluate a theory of explanation is to “directly check it against your 
intuitions”: find a body of fact that the theory counts as an explanation, 
and ask yourself, is it an explanation? Or, find an explanation, and then ask 
yourself, does the theory count it as an explanation? If the answer to either 
question is no, that’s a mark against the theory.1 But it would be nice to 
have other ways to evaluate a theory, besides directly checking it against 
intuitions. The Explanation- Understanding Condition provides another 
way. Find a body of fact E that the theory counts as an explanation of F, 
and check if someone could possess E without understanding F.  If that 
is possible, then the theory must be false.2 In this way, it looks like the 
phenomenon of understanding can be used as an independent check on 
theories of explanation.

The Explanation- Understanding Condition has been, and continues 
to be, widely accepted. Michael Friedman, for example, in his 1974 paper 
“Explanation and Scientific Understanding,” asks, “What is it about  .  .  . 
scientific explanations  .  .  . that [give] us understanding of the world?” (5). 
A page later he asks again, “what is the relation between phenomena in vir-
tue of which one phenomenon can constitute an explanation of another, 
and what is it about this relation that gives understanding of the explained 

1.   I take it that this is the method philosophers should call “checking your intuitions,” even though my 
statement of the method never uses the word “intuition” or any similar word. I realize this is controver-
sial, but that controversy is not relevant here. (I am largely in agreement with Williamson [2008] and 
Cappelen [2012] about the role of so- called intuitions in philosophy.)

2.   Of course, this method involves using your “intuitions” about whether someone in some hypotheti-
cal circumstances understands F.
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phenomenon?” (6). Friedman’s questions presuppose the Explanation- 
Understanding Condition. I could go on with examples like this for a long 
time. Here are two more:  in 1984 Elliott Sober asserted that “Explanations 
afford understanding” (78). In 2003 James Woodward asserted that “It is a 
plausible constraint on what an explanation is that it must be something that 
provides understanding” (179). (I will have more to say about these authors’ 
use of the Explanation- Understanding Condition later.)

I am “against” the Explanation- Understanding Condition. On one interpre-
tation, the condition is false. On another interpretation, it can’t, after all, be any 
use for evaluating theories of explanation.

A certain idea has shadowed philosophical debates about explanation like 
an assassin. That idea is that theories of explanation really are, or really should 
be, theories of answers to why- questions. I believe in this idea. I believe that 
all that philosophers of science should want out of a theory of explanation is a 
theory of answers to why- questions. And I hold that thinking about the phe-
nomenon of understanding is no help at all in evaluating theories of answers 
to why- questions.

11.2.  Explanations as Answers

No theory of explanation a philosopher has proposed has ever really been a the-
ory of all kinds of explanation. Instead they have always been, at best, theories 
of explaining why. Suppose Smith asks Jones why the moon is waning, and in 
response Jones explains why the moon is waning by asserting some propositions 
(presumably about, among other things, the earth’s and moon’s orbits). The DN 
model, and every theory that has followed, can be read as aiming to say some-
thing about what it took for Jones to have succeeded in explaining (to Smith) 
why the moon is waning. But now suppose that Smith asks Jones what a gene 
is, and in response Jones explains what a gene is by asserting some propositions 
(presumably about inheritance, maybe also about chromosomes and DNA). 
There is no way to read either the DN model or any theory of explanation that 
has followed as aiming to say anything about what it took for Jones to have suc-
ceeded in explaining (to Smith) what a gene is.

I said in the last paragraph that every theory of explanation since the DN 
model can be read as a theory of explaining why. That’s not entirely true. Bas 
Van Fraassen’s theory of explanation, in The Scientific Image (1980), can’t. 
His theory takes the form of a theory of why- questions and their answers. 
That’s not the same thing as a theory of explaining why. Assuming that the 
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“canonical form” of an answer to the question why Q is something of the form 
“Q because R,”3 a theory of answers to why- questions will fill in the schema

(S1) Q because R iff . . .

A theory of explaining why, by contrast, will fill in the schema

(S2) Person P1 explained (to person P2) why Q iff . . .

Since explaining is a speech act, to complete (S2) is to lay down the condi-
tions required for someone to have successfully carried out this speech act. 
One does not have to lay down such conditions to complete (S1).

What I just said might suggest that a theory of explaining why must do 
“more” than a theory of answers to why- questions, in the sense that a theory 
of explaining why must contain a theory of answers to why- questions as a 
part. This suggestion is not true. A  theory of explaining why will certainly 
make use of the notion of an answer to a why- question. But it can do this 
without containing, or entailing, any particular theory of answers to why- 
questions. In support of this, here is how I think the true theory of explaining 
why, the true completion of (S2), will start:

(S3) P1 explained to P2 why Q iff P1 told P2 the answer to the question 
why Q in the following way/ manner: . . .

Right there after “told P2” is the reference to the answer to the question why 
Q.  But (S3), while it mentions answers to why- questions, doesn’t contain 
a theory of such answers. Of course (S3) is not itself a theory; it trails off 
into ellipsis. But I don’t think that the true completion of (S3) will contain a 
theory of such answers either. The stuff that comes after “way/ manner” will 
(obviously) specify a way of telling someone a proposition, but I can’t think of 
any way of specifying a way of telling that involves stating a theory of answers 
to why- questions.

When Van Fraassen proposed his theory of explanation, which, again, 
was a theory of why- questions, he did not say that the criteria for judging his 

3.   Certainly not all answers have this form; the answer to the question why that plant is closing its sto-
mata may be that it is doing this in order to conserve water. I happen to believe that every “in order to” 
answer— sometimes called teleological answers— is equivalent to a because- answer, but will not defend 
this claim here. (I defend it in  chapter 6 of Skow 2016.)
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theory were different from those for judging earlier theories of explanation, 
like the DN model. But if his is a theory of why- questions and their answers, 
while earlier theories were theories of explaining why, shouldn’t the criteria be 
different? The answer to this question would be yes— if the question’s presup-
position, that earlier theories were theories of explaining why, were true. The 
fact that Van Fraassen did not say that his theory should be judged on differ-
ent criteria is some evidence that he, at least, thought that this presupposition 
was false. Anyway, it is my view that the presupposition is false. Although 
earlier theories can be read as theories of explaining why, I don’t think they 
should be read that way. I don’t think they’re best interpreted that way. It’s not 
only Van Fraassen’s theory of explanation that is really a theory of answers to 
why- questions; that’s what all of them really are.4

I don’t take these observations to be terribly novel or even all that rev-
olutionary. They’ve been around in some form or another from the begin-
ning: Hempel himself says that explanations are answers to why- questions.5 
But even if the idea that philosophers of science should really be after answers 
to why- questions is in fact widely accepted, it is not really taken to heart. 
For philosophers rarely phrase their theories as theories of answers to why- 
questions. They phrase them as theories of explanation, phrasing them as 
completions of one of these:

 • Fact X explains fact Y iff . . .
 • Fact X is an explanation of fact Y iff . . .

At one level this is just a matter of terminology:  there is, I  think, a well- 
established practice of using the noun “explanation,” in some contexts at least, 
as a general term for answers to why- questions (only). In some contexts, “I 
was confused about the photoelectric effect; then Professor Smith gave me 
the explanation” means “I was confused about why the photoelectric effect 

4.   There are some exceptions. For example, Achinstein is explicit that the theory he presents (1983) is a 
theory of the speech act of explaining. I think this makes his theory a kind of theory that philosophy of 
science should not be interested in. I will defend this claim below.

5.   However, Hempel did not say that every answer to a why- question was an explanation; he isolated 
(or tried to isolate) a special class of why- questions that he called “explanation- seeking” (see Hempel 
1965, 335). I argue against the existence of such a special class, and defend more generally the idea that 
theories of explanation really are, or at least should be read as, theories of answers to why- questions, in 
 chapter 2 of Skow (2016). Some of the distinctions I’ve been drawing were first drawn by Bromberger, 
in the 1960s. He observed that one can explain things other than answers to why- questions, and empha-
sized that explaining an answer is different from telling someone the answer; see the papers collected 
in Bromberger (1992).
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happens; then professor Smith told me (the answer to the question) why the 
photoelectric effect happens.” Still, overuse of the word “explanation” can 
seduce us into false claims and mislead us into accepting bad arguments. The 
Explanation- Understanding Condition is a good example of this.

11.3.  Against the Explanation- Understanding  
Condition

Here is the Condition again:

Something E is an explanation of some fact F only if someone who pos-
sesses E understands F— at least in normal circumstances.

Is this right? That depends on how it is interpreted. The first thing we need 
to do, to make it more precise, is to reword it so that it does not speak of facts 
as the things that are explained, or understood. We do talk of explaining or 
understanding facts, but it is misleading to talk this way in this context. An 
explanation of the fact that the moon is waning is, in this context, just an 
explanation of why the moon is waning. Similarly, to understand the fact that 
the moon is waning is, in this context, to understand why the moon is wan-
ing. So let’s make the “whys” that belong in the statement of the Explanation- 
Understanding Condition explicit (from now on I’m going to leave off the 
qualification about normal circumstances):

(EU) Something E is an explanation of why Q only if someone who pos-
sesses E understands why Q.

Now I want to distinguish two readings of (EU). One reading takes “explana-
tion of why Q,” as it appears in (EU), to mean nothing more than “answer to 
the question why Q.” Another reading takes talk of an “explanation of why Q” 
to be talk of acts of performing the speech act of explaining.
Here is the first reading:

(EU1) A proposition P is the answer to the question why Q only if anyone 
who knows P understands why Q.

I should note that to get (EU1) from (EU) I did more than replace refer-
ence to an explanation with reference to an answer. There’s another difficult bit 
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of wording in (EU): it speaks of “possessing” an explanation. Once we elimi-
nate “explanation,” we are left with talk of someone “possessing” an answer to 
a why- question. But what is it to “possess” an answer to a why- question? The 
most natural thought is that possessing an answer is just knowing that answer.

Now we have one interpretation of the Explanation- Understanding 
Condition. Do we have in it an interesting constraint on theories of answers 
to why- questions? I don’t think so, because I don’t think (EU1) is even true. 
Since knowing why Q is the same thing as knowing the proposition that is the 
answer to the question why Q, (EU1) amounts to saying that knowing why Q 
is sufficient for understanding why Q. But this claim is false. Understanding 
is a greater achievement than knowledge, not a lesser one.

Consider, for example, Lester. Lester has never taken a chemistry class, or 
studied the subject on his own. But like all of us he has heard people use the 
words “acid” and “base,” and words related to them, like “acidic.” He has heard 
people say things like “Lemon juice is acidic,” and “Baking soda is basic.” He’s 
had enough exposure to these words for them to be part of his vocabulary. 
For example, when he called his doctor recently with a stomach ache, and she 
asked him if he’s had anything acidic to eat or drink recently, he understood 
her question, and replied that he had had some orange juice earlier in the eve-
ning. Now the other day Lester’s niece was showing him the lab experiment 
she’d done in her chemistry class. She dipped a piece of litmus paper into a 
liquid, and it turned red. Lester was very curious about this result. “Why did 
the litmus paper turn red?” he asked her niece. “Because this stuff I dipped it 
into is an acid” she replied.

Here Lester’s niece told him the correct answer to the why- question he 
asked. Moreover, she knew that was the correct answer, having studied this 
experiment in her chemistry class. Furthermore, Lester has no reason to 
doubt her testimony. So after hearing his niece’s answer Lester knew that the 
paper turned red because it was dipped it in acid. In other words, Lester knew 
why the litmus paper turned red. But, I claim, he did not understand why the 
litmus paper turned red. This is a counterexample to (EU1).

What more would it take for Lester to understand why the litmus paper 
turned red? I am not really sure. It doesn’t really matter for what is to fol-
low. But for what it is worth, here is some speculation. One possibility is that 
Lester needs more knowledge. He needs to know more than just the answer 
to the question why the litmus paper turned red in order to understand why 
the litmus paper turned red. Maybe what he needs to know, in addition, is 
some chemistry. More specifically, maybe he needs to know something about 
why dipping litmus paper into acids turns it red. If he knew that, he would 
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know something about the “connection” between the event the why- question 
concerns (the color- change), and the fact offered in the answer to that why- 
question (that the paper was dipped in acid). And this is not just any old 
connection; instead, it appears to be the connection in virtue of which that 
answer counts as the answer. That is, the fact that acid causes litmus paper 
to turn red via such- and- such chemical process appears to be the (or at least 
an) answer to the question “Why is it true that the paper turned red because 
it was dipped in acid?” If these speculations are on the right track, then they 
suggest a generalization:  maybe, in general, understanding why Q requires 
not just that one know the proposition that is the answer to the question why 
Q, but also know something about why that proposition is the answer. In ter-
minology I introduce in (Skow 2016), the claim is that understanding why Q 
requires not just knowing some or all of the reasons why Q, but also knowing 
why those reasons are reasons.6

So the first interpretation of (EU), namely (EU1), is not a principle that 
can be used to evaluate theories of answers to why- questions, because it is 
false. I  turn now to a second interpretation of (EU). This interpretation 
focuses, not on the answer to the question why Q, but on the act of explain-
ing why Q. It interprets (EU) as stating a necessary condition on having per-
formed this speech act. Here is one way to state this condition:

(EU2) Person P1 explained to P2 why Q only if, as a result of what P1 did, 
P2 understood why Q.

What (EU2) is saying is that to count as having explained to P2 why Q, as 
opposed to, say, telling P2 why Q, one must do more than get him to believe 
the answer to the question why Q. What more that is (EU2) does not say— 
except that it is whatever it takes for P2 to end up understanding why Q.

So is (EU2) right? I honestly have no idea. I can see reasons to doubt it. 
There are plenty of principles that compete with it. Here are a few:

6.   Stephen Grimm holds that understanding why E happened requires knowing, not just that C (a 
cause of E) happened, but also knowing something about the “modal relationship” between C and E 
(Grimm 2014). It may be that the connection between C and E in virtue of which “because C hap-
pened” is the answer to the question why E happened just is the modal connection Grimm focuses on. 
But I will not pause here for a detailed comparison of the two views. Michael Strevens holds that under-
standing why E happened requires directly mentally apprehending the explanation of E, where knowing 
a proposition is not sufficient for directly mentally apprehending it (Strevens 2013). If we assume that 
“the explanation of E” here denotes the answer to the question why E happened, then I disagree; one 
need not directly mentally apprehend the answer, but one does need to know other propositions in 
addition to the answer.
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(EK) P1 explained to P2 why Q only if, as a result of what P1 did, P2 
knew why Q.

(EP) P1 explained to P2 why Q only if, as a result of what P1 did, P2 was 
in a position to know why Q.

When I say that these principles compete with (EU2) I don’t mean that 
they are incompatible with (EU2); in fact, assuming that understanding 
why Q entails knowing why Q, (EU2) entails each of them. They compete 
with (EU2) not for truth, but for acceptance. Maybe having one’s audience 
(merely) know why Q is the strongest (relevant) necessary condition on suc-
cessfully explaining why Q; maybe one’s audience doesn’t also need to have 
achieved so much as having come to understand why Q.

When I compare (EU2) to (EK) and (EP), I just don’t know how I would 
go about choosing between them.

But I also think it doesn’t matter. What reason does a philosopher of sci-
ence have to care whether (EU2), rather than one of the others, is true? The 
people who have reason to care are philosophers who aim to have a theory of 
the speech act of explaining. But, as I argued above, that’s not what philoso-
phers have been looking for under the heading of a theory of explanation.

Of course, it’s possible that while philosophers of science haven’t been 
looking for a theory of the speech act of explaining, they should have been.

Now if philosophers of science should be looking for a theory of explain-
ing, that must be because a complete philosophy of science requires such a 
theory. But in fact I think that a complete philosophy of science shouldn’t 
include a theory of explaining.

A complete philosophy of science would have to include a theory of explain-
ing if, but only if, explaining were in some way part of the nature of science. 
Now we do sometimes say things that suggest that it is. Some philosophers say 
that one of the aims of science is to explain why things happen. They say this in 
opposition to those who say that science aims to provide (just) a comprehensive 
description of what happens. Whether they are right is contentious; this debate 
is part of the debate over “scientific realism.” But just what claim is it that the 
debate is about? Does “science aims to explain why things happen” mean just 
“science aims to answer why- questions,” or does it mean “science aims to inform 
the public (or whomever), by means of performing the speech act of explain-
ing, why things happen”? Once this distinction is made, I think it’s obvious that 
only the first interpretation has a chance of being true. Or I should say, it is only 
the first interpretation the scientific realists mean to affirm.
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What exactly is scientific realism? It doesn’t seem to be the same thing 
to everyone. But certain doctrines appear to be central:  the doctrine that 
our current scientific theories are close to being true; the doctrine that it is 
a constitutive aim of science, as a practice, to produce true theories; and— I 
think— the doctrine that it is a constitutive aim of science to produce theories 
that are not just true, but also contain answers to why- questions. But I  just 
can’t see why anyone would think it was a constitutive aim of science that its 
practitioners perform any particular speech acts.

Couldn’t a mute Robinson Crusoe have been an excellent scientist? 
Maybe he finds himself alone in Geneva in a postapocalyptic world. He fixes 
up the Large Hadron Collider and does a bunch of experiments. He improves 
on the current formulation of quantum field theory, devising a theory that is 
closer to the truth. He discovers the answer to the question why electrons, or 
Higgs bosons, do this or that. But he never says anything (not to anyone else, 
there being no one else there, and not to himself either). He never performs 
any speech acts. In particular, he never explains anything to anyone. Would 
any scientific realist really maintain that Crusoe was in some way defective as 
a scientist— that he was failing to pursue all of the aims of science?

Let’s take stock. I  distinguished two readings of the Explanation- 
Understanding Condition. One reading, (EU1), says that some fact about 
understanding is a necessary condition on something’s being an answer to 
a why- question. But (EU1) is false. The other reading, (EU2), says that some 
fact about understanding is a necessary condition on someone’s having (suc-
cessfully) performed the speech act of explaining. Maybe (EU2) is true, but 
whether it is is of no interest to the philosophy of science.

11.4.  An Example: Sober on Explanation 
and Causation

What I want to do next is look at a few examples of philosophers invoking the 
Explanation- Understanding Condition. We are now in a position to see the 
mistakes these invocations have led to.

I selected the examples to look at from important works in the philoso-
phy of science, but the selection was otherwise random. There are a great deal 
more I could have looked at.

In his 1984 book The Nature of Selection Elliott Sober took up the ques-
tion of whether an organism’s fitness causes, or explains, its survival. This led 
him to a discussion of whether a disposition, say a sugar cube’s being soluble, 
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causes, or explains, its manifestation (the sugar cube’s dissolving). Sober 
accepted that the solubility causes the dissolving, but claimed that “we feel 
somewhat disappointed when told that the sugar lump dissolved in water 
because it was water- soluble” (77). Being told that the sugar lump is water- 
soluble is satisfying when we have asked what caused it to dissolve, but is (in 
his words) “disappointing” when we have asked why it dissolved. To reconcile 
the claim that the solubility is a cause with the claim that citing is does not 
make for a “satisfying” explanation, Sober set out to “disentangle issues of cau-
sation from issues of explanation”:

Consider the question “What caused Y?” One correct answer would 
be “the cause of Y.” However, this answer might rightly be classified 
as unexplanatory, since it does not provide us with any better under-
standing of why Y occurred than we started with. Explanations afford 
understanding; therefore, claims asserting that X explains Y are true 
or false partly because of the relation of those two terms to a third— 
namely, us. Causality is not similarly “consciousness- dependent.” 
Whether or not X caused Y is not in general influenced by whether we 
might find it interesting to be told this. (1984, 78)

Let’s look closely at the argument Sober is offering. Here it is as he stated it:

1. “Explanations afford understanding.”
2. “Therefore, claims asserting that X explains Y are true or false partly 

because of the relation of those two terms to a third— namely, us.”
3. “Causality is not similarly ‘consciousness- dependent.’ ”
4. [Implicit conclusion:] It is false that, or at least not always true that, if X 

is a cause of Y, then X explains Y.

I don’t think that this is a very good argument. Its problems start with line 
1.  Line 1 is a version of the Explanation- Understanding Condition. I  have 
proposed two readings of this condition. But the first reading, (EU1), is false, 
and the second, (EU2), is not an interesting thesis (from the perspective of 
the philosophy of science anyway). So the first premise of Sober’s argument is 
either false or uninteresting.

The charge of uninterestingness might seem itself uninteresting. Surely 
what matters is how interesting Sober’s conclusion is, not how interesting his 
premises are. So before dismissing the reading of Sober’s argument that takes 
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line 1 to be (EU2), we should at least see what the argument’s conclusion 
looks like on that reading.

Since (EU2) comes from (EU) by interpreting talk of explanations as talk 
of the speech act of explaining, we should interpret line 4 to also make a claim 
about the speech act of explaining. Here is one stab at an interpretation of 
line 4 like that:

4*.  The following is false: for any description C of a cause of E, someone 
can explain to someone else why E happened by saying ⌜E happened 
because C happened.⌝

I think that 4* may well be true, but that whatever interest it has does not 
essentially depend on its focus on the speech act of explaining. Here is how 
I would put the main thought Sober wants to get at in the quoted passage 
above, that 4* seeks to capture: if I ask you why some event E happened, and 
you reply that E happened because its cause happened (let’s pretend that E has 
only one relevant cause), you will have failed in some way to respond to my 
question appropriately.

Now I can see a route one might try to take from this claim to an inter-
esting conclusion, a conclusion about what can and cannot be an answer to 
a why- question. Here is how it goes, starting from the claim I ended the last 
paragraph with:

5. If, in response to the question why E happened, someone X responds by 
asserting that E happened because its cause happened, then X will have 
given a bad response to the question.

6. If, by asserting P, someone gives a bad response to a question, then P is 
not an answer to that question.

7. So the proposition that E happened because its cause happened is not 
an answer to the question why E happened.

8. So even though the cause of E is a cause of E, it is false that E happened 
because its cause happened; it is false that for every description C of a 
cause of E, ⌜E happened because C happened⌝ is true.

I want to make two points about this argument. The first is about who this 
argument is supposed to target. Elsewhere in his book Sober takes issue with 
the thesis that to answer the question why E happened one must cite, or 
describe, causes of E. The argument (5)— (8), if sound, would show this thesis 
to be false, under one interpretation. That interpretation says that ⌜E happened 

OUP UNCORRECTED PROOF – FIRSTPROOFS, Tue Jul 25 2017, NEWGEN

oso-9780190469863.indd   220 7/25/2017   5:12:42 PM



Against Understanding (as a Condition on Explanation) 221

because R⌝ is true if and only if the sentence R in some sense describes a cause 
of E— where any way of describing that cause is permitted. But this does not 
seem to me a strong point against those who think that answers must cite or 
describe causes. They will just opt for a weaker interpretation of their thesis; 
they will find a principled way to restrict which descriptions of the E’s causes 
are allowed as values of R.

My second point is that the argument’s premise 6 is false. Asserting P can 
be a bad response even if P is an answer. How? Here is one way. It could be 
that P, while an answer, is not the answer the asker is looking for. I  might 
watch a window break after being hit by a rock,7 but not know whether the 
window was fragile, or whether instead it was made out of superglass that had 
just one point of weakness, the point where the rock was lucky enough to hit. 
I ask why the window broke. If you tell me that it broke because it was hit by 
a rock, that’s a bad response. But the problem with it is not that what you said 
was false. “Because it was hit by a rock” is true, and is (therefore) an answer 
to the question why the window broke. The problem with your response is, 
instead, that it was not the answer I was looking for.

The point can be made without using a why- question as an example. For 
any question, there are many true answers to that question that it would be 
wrong to assert when asked that question. Suppose you and I  are in some 
Boston greenspace or other, but I, being from out of town, don’t know which. 
Are we on the Common, or in the Public Garden, or what? I asked you where 
we are. If you reply “We are in Boston,” you give a true answer to the question 
“Where are we?” But it was wrong of you to assert that answer. It’s not the 
answer I was looking for. Similarly, suppose I ask you who came to the party, 
and you answer “The people who came to the party came to the party.” You 
haven’t said something false. You’ve given me an answer to my question. But 
it’s an answer I already knew. It’s not the answer I wanted.

This could be what is going on with the response Sober is interested in, 
the response to the question why E happened that one gives by saying “E 
happened because its cause happened.” That’s certainly a bad response; but 
it could be bad not because it’s not an answer, but only because it’s not the 
answer the asker wanted. If this is right, then Sober’s observation that it would 
be bad to say “Because its cause happened” in response to the question of why 
E happened does not show that there is any restriction on what descriptions 
of E’s causes can appear in an answer to the question why E happened.

7.   After the window is hit by a rock, that is.
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I have said that “We are in Boston” and “The people who came to the 
party came to the party” are correct answers to the relevant questions. This 
might be challenged. (I believe there are theories of questions and answers on 
which they are not answers.) But I don’t think Sober is in a position to chal-
lenge them. He accepts, right at the beginning of the long quotation above, 
that “The cause of E” is a correct answer to “What caused E?”

To sum up: Sober, in the quoted passage, tried to use a connection between 
explanation and understanding to reach a conclusion about when descrip-
tions of the causes of E can, and cannot, constitute explanations of the occur-
rence of E. I have argued that his argument was based on a false claim about 
the connection between explanation and understanding, and also sketched 
a way that someone who thinks that any description of the causes of E can 
appear in an answer to the question why E happened can resist his conclusion.

11.5.  Another Example: Woodward against  
the DN Model

We saw Hempel claim that the DN model satisfies the Explanation- 
Understanding Condition. In Making Things Happen, James Woodward 
turns this around: he argues that the DN model is false on the ground that it 
fails to satisfy the Explanation- Understanding Condition. Woodward in his 
argument focuses on explanations that do not appear to cite any laws, such as 
Michael Scriven’s canonical example,

Ink bottle:  The carpet is stained because Jones knocked over the ink 
bottle.8

Hempel’s view about Ink bottle, and other similar examples, was roughly 
that the sentence in Ink bottle is true, even though no law- statements fol-
low the word “because,” because that sentence, or someone who uses that sen-
tence, in some way conveys information about the DN argument that is the 
“ideal” explanation of the carpet stain. Woodard calls the strategy behind this 
response “the hidden structure strategy.” The “hidden structure” is the ideal 
explanation; it is hidden because someone could truly assert that the carpet 
is stained because Jones knocked over the ink bottle without knowing what 
laws appear in the ideal DN argument. The hidden structure strategy is to say 

8.   It became canonical by being quoted at length and discussed by Hempel (1965, 360).
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that a “because” statement can be true by “conveying information” about a 
structure that is hidden from (not fully known to) the person asserting that 
statement, or his audience.

Woodward does not like the hidden structure strategy, and thinks that 
any theory of explanation that makes use of this strategy will fall afoul of the 
Explanation- Understanding Condition. Here is how Woodward puts his 
argument:

There is yet another reason for rejecting the hidden structure strat-
egy. This derives from a general point about the epistemology of 
explanation and the connection between explanation and under-
standing.  .  .  .  It is a plausible constraint on what an explanation is 
that it must be something that provides understanding. To say that 
certain information is “part” of an explanation or contributes to its 
explanatory import is to say that this information contributes to the 
understanding provided by the explanation. This in turn imposes an 
epistemic constraint on what information can be part of an explana-
tion and can contribute to its explanatory import: such information 
must be epistemically accessible to those who use the explanation. Put 
slightly differently, the idea is that the features of the explanation that 
endow it with explanatory import— that make it an explanation— 
must be features that can be known or grasped or recognized by those 
who use the explanation; if not, it isn’t in virtue of possessing those 
features that the explanation produces understanding. On this way 
of looking at matters, there is something deeply puzzling about the 
suggestion that claims like [Ink bottle] explain or convey under-
standing in virtue of providing information about the existence of 
some underlying epistemically hidden structure, whether a DN argu-
ment or an ideal explanatory text. The mere obtaining of this struc-
ture, independently of anyone’s awareness of its existence, cannot be 
what accounts for people’s judgment that, for example, the impact of 
the knee on the desk is explanatorily relevant to the tipping over of 
the inkwell. If this line of thought is correct, it seems to follow that to 
the extent that information about the laws or structures that under-
lie singular- causal (or other sorts of causal) claims is epistemically 
hidden from those who use such explanations, it cannot be that this 
information contributes to the explanatory import of these explana-
tions. (179– 80)
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While I agree with Woodward that the DN model is false, I don’t think there 
is a good argument against it here in this passage.

Let’s walk through Woodward’s argument slowly. Woodward starts with a 
version of the Explanation- Understanding Condition:

1.  “It is a plausible constraint on what an explanation is that it must be 
something that provides understanding.”

He also asserts a version of this condition about “parts” of explanations:

2. “To say that certain information is ‘part’ of an explanation or contrib-
utes to its explanatory import is to say that this information contributes 
to the understanding provided by the explanation.”

Woodward then says that claim 2 “imposes an epistemic constraint on what 
information can be part of an explanation and can contribute to its explana-
tory import.” The epistemic constraint that he infers from claim 2 is this:

3. Information can be part of an explanation and can contribute to its 
explanatory import only if it is “epistemically accessible to those who 
use the explanation.”

Presumably the argument proceeds from here by appealing to the implicit 
premise:

4. Plenty of people use, or have used, the explanation in Ink bottle, to 
whom no law of nature is epistemically accessible.

The argument’s conclusion then follows from lines 3 and 4:

5. Therefore, no law of nature is part of the explanation in Ink bottle, 
and no law of nature contributes to its explanatory import.

How does all this look if we eliminate “explanation” in favor of “answer to a 
why- question”? It is not entirely obvious how to translate each of the prem-
ises. Here is one attempt. Line 1 becomes (EU1):

1*. A proposition A is an answer to the question why Q only if someone 
who knows A understands why Q.
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Line 2 takes line 1 and turns it into a claim about parts of an explanation, so 
line 2* should take line 1* and turn it into a claim about parts of an answer:

2*.  If P is part of an answer A to the question why Q, then anyone who 
knows A- P (“A minus P,” the information left over when P is “sub-
tracted” from A) understands why Q to a lesser degree than someone 
who knows (all of ) A.

Line 3 required parts of explanations to be epistemically accessible, and was 
inferred from line 2, so from line 2* we should infer a claim about parts of 
answers being epistemically accessible:

3*.  If P is part of an answer A to the question why Q, anyone who answers 
the question why Q by asserting A knows P.

Let me pause briefly: premise 3 spoke both of being part of an explanation, 
and also of contributing to that explanation’s explanatory import. But it’s 
hard for me to see why adding the stuff about explanatory import is needed; 
how could something be part of an explanation without contributing to that 
explanation’s explanatory import? In terms of answers, how could something 
be part of an answer without contributing to that answer? As far as I can tell, 
it couldn’t. So I’m leaving out the stuff about explanatory import in the *- ed 
interpretation of Woodward’s argument.

Let’s continue. There’s one premise left, and then the conclusion. I’ll 
put the whole argument here, with the last premise and the conclusion at 
the end:

1*.  A proposition A is an answer to the question why Q only if someone 
who knows A understands why Q.

2*.  If P is part of an answer A to the question why Q, then anyone who 
knows A- P understands why Q to a lesser degree than someone who 
knows (all of ) A.

3*.  (So,) if P is part of an answer A to the question why Q, anyone who 
answers the question why Q by asserting A knows P.

4*.  Plenty of people who have answered the question why the carpet is 
stained by asserting the proposition Ink bottle did not know any 
law of nature.

5*.  Therefore, no law of nature is part of the answer to the question why 
the carpet is stained in Ink bottle.
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Is Woodward’s argument, interpreted this way, any good? Premise 1*, again, 
is (EU1), which I have rejected. That’s enough for the argument to fail. But 
let’s look at the rest of it. Maybe there’s a way to fix the argument, so that it 
doesn’t rely on 1*?

I think there is. The argument’s intermediate conclusion, line 3*, looks 
plausible to me. Surely if you assert A you know A— or at least this is usually 
the case. And if you know A you know (or at least are in a position to know) 
its parts.

Of course, the idea of a “part” of a proposition is not an ordinary one. It 
is some kind of technical notion.9 But the paradigm case must be conjunc-
tions: the proposition that X is part of the proposition that X and Y. In this 
case a proposition entails each of its parts (though not vice versa). Presumably 
this holds in general: if P is part of a proposition A, then A entails P. And it is 
not too wild to assume that if you know A, and A entails P, you are at least in 
a position to know P. (Maybe this looks better if we require you to know that 
A entails P; but such niceties don’t matter here.)

So, interestingly, the *- ed version of the argument arrives at a plausible 
intermediate conclusion, line 3*, an intermediate conclusion that, as I have 
stated it, says nothing about understanding; this despite the fact that it is 
reached from suspect claims about the connection between understanding 
why Q and being an answer to the question why Q.

In fact, the rest of the *- ed interpretation of Woodward’s argument goes 
fine as well. I think that 4* is true: plenty of people have used Ink bottle 
without knowing any laws (or, at least, we can easily consider a hypothet-
ical scenario in which this is so). And the conclusion 5* follows from 3* 
and 4*.

Despite all this, there is still a big problem with the *- ed argument. The 
problem is not that it is unsound; the problem is that its conclusion is not 
the conclusion Woodward wants. Sophisticated defenders of the DN model, 
or of theories that descend from the DN model, Peter Railton, for example 
(whose views Woodward discusses at length in the chapter from which I am 
quoting), do not say that some law of nature is part of the answer in Ink bot-
tle. They say instead that Ink bottle is itself only part of a larger and more 
complete answer, and that that larger and more complete answer contains 
laws of nature (see, e.g., Railton 1981).

9.   It receives a detailed development in Yablo (2014).
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Is there a better interpretation of Woodward’s argument, an interpretation 
that gets him to the right conclusion? Well there is at least a different inter-
pretation; let us see if it is better.

If you look back at the long quotation above, you will see that after 
Woodward drew the intermediate conclusion 3, he wrote:

Put slightly differently, the idea is that the features of the explanation 
that endow it with explanatory import— that make it an explana-
tion— must be features that can be known or grasped or recognized 
by those who use the explanation; if not, it isn’t in virtue of possessing 
those features that the explanation produces understanding.

I actually do not think that this is conclusion 3  “put slightly differently.” 
I think that this is a very different idea. To ask what features of an explanation 
endow it with explanatory import, or to ask what features make it an expla-
nation, sounds to me like asking why it is an explanation. If we focus, as we 
should, on answers to why- questions, not explanation, the question we are 
attending to becomes the question of why a given answer to a why- question 
is an answer. What do Woodward’s remarks suggest about the answer to this 
question? Here’s what I think they suggest:

6. If P is the answer to the question of why is it that R is the answer to the 
question why Q, then anyone who asserts R as an answer to the question 
why Q must be in a position to know P.

Here P, the answer to the question of why R is the answer to the question 
why Q, describes the “features of the explanation”— that is, the answer— “that 
make it an explanation,” or answer.

Unlike claim 3*, claim 6 can get us to the conclusion Woodward wants— if 
it is true. Let’s first see how it gets Woodward where he wants to go, and then 
turn to the question of whether it is true.

The argument from 6 against the DN model is, I think, straightforward. 
We need just two more premises:

7. If the DN model is correct, then some law of nature is (at least part of ) 
the answer to the question of why Ink bottle is the answer to the 
question why the carpet is stained.
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8. Plenty of people who have answered the question why the carpet is 
stained by asserting the proposition Ink bottle did not know (and 
were not in a position to know) any law of nature. (This is premise 4* 
from the *- ed argument, slightly revised.)

From 6, 7, and 8, the desired conclusion follows:

9. The DN model is not correct.

What about premises 7 and 8? Line 8 is certainly plausible, for the same rea-
son that premise 4* from the *- ed argument was. I myself don’t know of any 
laws of nature that could be added to Ink bottle to turn it into a DN argu-
ment. The plausibility of line 7 is harder to assess. Rather than dwelling on 
line 7, though, I will skip to the end: ultimately this argument does not suc-
ceed, because its crucial premise, 6, is false.

At least that’s what I think. I think that someone could know the answer 
to the question why Q, and could tell someone who wants to know why Q 
that answer, without having any idea why that answer is the answer.

Suppose Jones is on a tour of the Old Mill. The tour guide points to some 
charred wood, and says that these are the parts of the mill that burned in the 
fire of ’03. Jones asks why the mill caught on fire in ’03. The tour guide replies 
that it caught on fire because it was struck by lightning. Jones then persists 
in his questioning. He says, “That’s great, but I have another question. Why 
is that the answer? Why is it that ‘because it was struck by lightning’ is the 
answer to the question of why the mill caught on fire?” The tour guide is 
baffled, and a little annoyed. “I don’t know” he says. He gives Jones a look to 
get him to shut up. Still, despite not knowing the answer to Jones’s second 
question, the tour guide knew why the mill caught on fire. He also successfully 
told Jones why the mill caught on fire.

It is important to distinguish the baffling question Jones asked from 
another one. Jones did not ask why the answer is true. If, after the tour guide 
had said “Because it was struck by lightning,” Jones had said, as my two- year- 
old automatically says in response to pretty much everything I say, “Why?,” 
we would most naturally take him to be asking why the mill was struck by 
lightning. To ask that is to ask why the tour guide’s answer is true. That’s not 
the same as asking why it is an answer.

I extracted premise 6 from some things Woodward said. But he didn’t just 
say some things that suggested 6; he also offered a little argument for those 
things. Maybe 6 will seem more plausible if we look at that argument? Here, 
again, is what Woodward wrote; I’ve italicized the relevant bit:

OUP UNCORRECTED PROOF – FIRSTPROOFS, Tue Jul 25 2017, NEWGEN

oso-9780190469863.indd   228 7/25/2017   5:12:43 PM



Against Understanding (as a Condition on Explanation) 229

the idea is that the features of the explanation that endow it with 
explanatory import— that make it an explanation— must be features 
that can be known or grasped or recognized by those who use the 
explanation; if not, it isn’t in virtue of possessing those features that the 
explanation produces understanding.

This argument is worthy of our attention not just because Woodward offers 
it, but also because it appeals to a connection between explanation and under-
standing, and such connections are the main concern of this chapter. So what 
is the argument? I think it is a good idea to start by making the argument 
more explicit using Woodward’s own terminology, before trying to see how 
to put it as an argument for 6. Here is what the argument seems to me to be:

10.  The features of an explanation that make it an explanation are (also) 
features in virtue of which that explanation produces understanding.

11.  The features of an explanation in virtue of which it produces under-
standing are features that those who use that explanation can know it 
to have.

12.  Therefore, the features of an explanation that make it an explanation 
are features that those who use that explanation can know it to have.

The conclusion 12, of course, corresponds to premise 6 of the earlier argument:

6.  If P is the answer to the question of why is it that R is the answer to the 
question why Q, then anyone who asserts R as an answer to the question 
why Q must be in a position to know P.

What we need to do is “translate” lines 10 and 11 so that they can serve as 
premises in an argument for 6. I don’t think this is hard to do, in light of my 
earlier discussions of what could be meant by “explanation produces under-
standing,” and my earlier claim that “X in virtue of W” can be rendered as 
“W is the answer to the question why X.” I’ll label the translations of lines 10 
and 11 with *s:

10*.  If P is the answer to the question of why is it that R is the answer to 
the question why Q, then P is the answer to the question of why any-
one who knows R understands why Q.

11*.  If P is the answer to the question of why anyone who knows R under-
stands why Q, then anyone who offers R as an answer to the question 
why Q is in a position to know P.
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6. (Therefore,) if P is the answer to the question of why is it that R is the 
answer to the question why Q, then anyone who asserts R as an answer 
to the question why Q must be in a position to know P.

This argument is valid, but the premises 10* and 11* don’t seem to me to have 
anything going for them. Start with 10*: the problem with it is that it presup-
poses that it is true that anyone who knows the answer to the question why 
Q understands why Q. I’ve said why I think this is false. I also don’t see much 
reason to accept premise 11*. I can see no reason to think that you can only 
answer a why- question if you know why the answer you’re giving produces 
understanding in those who hear it.

I have been examining Woodard’s argument that the DN model fails to 
respect some connection between explanation and understanding. I  found 
two different arguments that Woodward might have been giving; I  have 
argued that both of them fail.

11.6.  Conclusion

The idea that there is an important connection between explanation and 
understanding is a common one. The alleged connection, vaguely stated, is 
that explanations produce understanding. If it existed, this connection would 
open up a new avenue for searching for the true theory of explanation: just 
investigate what things produce understanding. But I think that the promise 
that comes with this alleged connection is not fulfilled. On one precisifica-
tion of the vague idea, the connection does not exist— knowing the answer to 
the question of why some event E happened is not sufficient for understand-
ing why it happened. On another precisification the connection is this: some-
one has performed the speech act of explaining with respect to the question of 
why E happened only if their audience came to understand why it happened. 
Maybe so, but a theory of this speech act is not what philosophers of science 
have been after under the heading “theory of explanation.”

After all this negativity I want to draw attention to the fact that my title 
is not “Against Understanding.” While I have opposed a certain use of the 
notion of understanding in theorizing about answers to why- questions, I do 
not think that it is a useless notion for other purposes, or that the question of 
what it takes to understand why some event E happened is not itself independ-
ently philosophically interesting. In fact at least one place where the notion 
of understanding may be important is not hard to find. I said earlier that one 
of the aims of science is to answer why- questions (at least, according to some 
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scientific realists). But it is plausible that science aims at more. Certainly sci-
ence aims not just to “have” the answer to the question of, for example, why 
the dinosaurs went extinct, in some thin sense of “have,” where believing it on 
very weak evidence is enough. Science aims to know why the dinosaurs went 
extinct. But even this might undersell how lofty the aims of science are. I find 
it plausible that science aims to understand why the dinosaurs went extinct; 
more generally, it aims, for each fact in its domain, to understand why that 
fact obtains. Even if we do not need to understand understanding in order to 
figure out what it takes to be an answer to a why- question, we do need to if we 
want to understand science.
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Understanding and Fluency
J. D. Trout

12.1.  Introduction

In philosophy and psychology, there is now a widely used notion of the sense 
of understanding, typically a feeling conveyed by an explanation that may be 
true or false, and invoked to explain why people make the choices they do. 
This sense is most prominent when we experience wonder, or moments of 
insight. The notion of understanding itself, however, may not include this 
feeling of fluency, or possess a distinctive phenomenology. As a description 
of its use in both technical and nontechnical contexts, ‘Understanding’ seems 
loosely associated with properties like transparency (things we understand we 
can also introspect), or voluntary (cognitive) control (things we understand 
we can turn over in our mind).

I will discuss recent empirical literature on attention and memory in which 
there are many kinds of candidate cases of understanding that lack these prop-
erties of transparency and voluntary (conscious) control. In fact, ‘understand-
ing’ may be a term that denotes an unprincipled stew of states, processes, 
capacities, and goals that are sometimes present and sometimes not when 
we apply the term or deploy the concept. In light of the evidence I consider, 
understanding may be a metacognitive motley of unobservable states of mem-
ory and attention, a hidden assemblage of mechanisms that, together, yield 
cognitive capacities that can contribute to intellectual control and success. 
There is nothing in this description that supports the bold pronouncements 
of some philosophers that understanding must possess a specific property, 
usually one available to introspection. There may be value in seeking a unified 
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account of understanding, but it is an open question whether it consists in a 
set of necessary and sufficient conditions.

We may experience a sense of understanding, a feeling of cognitive control 
or fluency that inclines us to believe we have mastered a skill or concept. Yet, 
in ordinary life, that cue is notoriously unreliable. Any unity we find in this 
sense comes not from the involvement of common mechanisms across diverse 
cases, but rather the phenomenological residue of these messy cognitive activ-
ities in the common goal of pursuing the truth. Accordingly, philosophical 
declarations about the requirements of understanding are not premature but 
misplaced. In my view, the very fact that people address such proposals at 
length shows that philosophical fluency does not reliably identify and weed 
out the products of unpromising methods and frivolous constructs in the 
discipline.

12.2.  The Conceptual Analysis of ‘Understanding’

Imagine that you are given a rich assortment of measurement tools and the-
oretical models to characterize some prototheoretical process or event in 
our psychology, like understanding: reaction times and error rates to meas-
ure processing speeds and accuracy, and MRIs and PET scans to chart areas 
and levels of neural activation. Instead of using those tools and models, and 
remaining open to the possibility that the nature of the underlying processes 
may not be traceable by our introspection and brute associations, we reject 
those tools and models and rely on methods of conceptual analysis that have-
n’t changed in centuries.

Sadly, this is no parody. In fact, this would seem an accurate description of 
the philosophical study of understanding.

The concept of understanding, like the concept of love or anger or joy or 
sorrow, is many things to many people. ‘Understanding’ is a notoriously dif-
ficult concept to define. But then again, so are lots of words that have a life at 
once in the lay and the scientific worlds that serve many purposes— words like 
‘belief ’, ‘cloud’, ‘desire’, etc. But that is not news. If the model of philosophical 
analysis is to propose candidate definitions until one meets a certain concep-
tion of philosophical precision, we shouldn’t be surprised to find that most of 
these concepts just can’t carry the freight.

Understanding is a kind of lurking presence in contemporary work 
in epistemology and on explanation. It is sufficiently related to these 
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important topics to bear mentioning, but not concrete enough to get any 
traction. This has left work on the nature of understanding half- baked, 
tentative, impressionistic, and just plain programmatic. It is also in a 
terrible state. Unlike epistemology and explanation, which enjoy broad 
agreement about many of the basic issues (truth matters to knowledge, 
justification is an important feature of knowledge), participants can’t 
agree on even the most basic features of understanding. Is ‘understanding’ 
a success word (does it require “downstream successes”?) Is understanding 
a representation? Is it propositional? Is it a recognitional capacity, and if 
so, why doesn’t its cue sensitivity make the process of understanding just 
like the epistemic process of truth tracking, and so a species of knowl-
edge? Existing analyses have, accordingly, expanded the senses of ‘under-
standing’ to understanding how, understanding why, understanding of, 
and understanding that.

As with other concepts that populate the inventory of lay psychology, like 
belief or desire or intention or intelligence, its boundaries are fuzzy and its 
uses are driven by many forces of different strength and opposing or orthog-
onal direction. Such forces have little to do with truth or satisfaction condi-
tions, like the affective need for cognitive closure, the pragmatic demands of 
workaday communication, and personal idiosyncrasy. Not surprisingly, then, 
understanding is a mongrel concept, used ambiguously, vaguely, and unevenly 
across languages, cultures, and ages. Accordingly, the research on understand-
ing oriented to capture this character and variability is carried out by intel-
lectual hybrids who have at once a deep interest in foundational issues and 
a deep respect for empirical approaches (see, e.g., Wilkenfeld, Plunkett, and 
Lombrozo 2016).

Still, contemporary analytic philosophers tend to toil in their narrow and 
traditional specializations, and they have some surprisingly specific and often 
conflicting ideas about the extension and proper application of the concept 
of understanding. All of them are held with great conviction. On the basis 
of their own phenomenological and narrative evidence, some philosophers 
seem to have their own primitive theories of how psychological capacities 
are characterized and interact. For example, understanding is “a state that is 
constituted by a state of conscious transparency” (Zagzebski 2001, 246). You 
are aware that you understand whenever you do. Understanding is also said 
to have a special relation to curiosity; it supplies the “aha” moments that act 
as “legitimate closure of inquiry” (Kvanvig 2011, 89). Only understanding, 
not knowledge, has the power to slake our curiosity. (Never mind that some 
of the best- known “aha” moments in history are fantastic blunders, marking 
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closures of inquiry that are stupendously illegitimate.)1 On yet another view, 
also apparently, understanding has nothing special to do with transparency or 
curiosity, but is characterized primarily by reflective equilibrium: “The indi-
vidual commitments that comprise such a system must be reasonable in light 
of one another, and the system as a whole must be at least as reasonable as any 
available alternative in light of relevant antecedent commitments.”2

It is hard to know what status these claims have. None of them strike me 
as obviously true, but even if they did, we should recognize that many false, 
even stupid, assertions, strike humans as obviously true. Nor are these asser-
tions the consequence of scientific theorizing. What, then, are we to make of 
their seemingly authoritative delivery and with it, the idea that this approach 
properly addresses deep and durable question?

I will identify the origin of this conceit in a sense of understanding, a feel-
ing of fluency, conveyed by entrenched methods and concepts in contempo-
rary philosophy. In the meantime, let me suggest an alternative vision of many 
protoscientific concepts, including understanding. ‘Understanding’ is like a 
chimera. It is not a unified or monolithic ‘thing’, but a mongrel, an awkward 
and unprincipled mixture of traits. In its objective use, ‘understanding’ cov-
ers a psychologically loose assemblage of cognitive achievements. I will show 
how a systematic empirical perspective shows by decomposition how the term 
‘understanding’ has no role to play in a working science, but it is worth not-
ing that the term also has few of the hallmarks of unification even in ordinary 
usage. What tendencies it has in that direction are largely superficial artifacts 
of some prominent and compelling phenomenological experiences associated 
with general cognitive achievements.

Philosophers engaged in this conceptual analysis might cast their efforts 
not as the final act, but a “place to start” in the analysis of the concept of 
understanding. But that is the standard claim of conceptual analysis, and it 
now has only the ring of ceremony. The specific conceptual analysis of under-
standing we’ve considered is not oriented toward projects confirmable by 

1.   Trout (2002); also see Trout (2016). This tendency reaches into many domains, such as finance 
and investment. Increases in the sense of understanding, for instance, reduce perceived risk (Long, 
Fernbach, and De Langhe 2016).

2.   Elgin (2007, 2). Not surprisingly, philosophers more likely to take a philosophy- of- science approach 
to the study of understanding are less prone to this basic, distinctly philosophical, conceptual analysis. 
For example, marking his own view off from Zagzebski’s, Grimm says: “[U] nderstanding requires truth, 
is not transparent, and can be Gettiered” (2006, 516). Also see Strevens (2013) for a somewhat more 
naturalistic approach. For more work by philosophers who canvas empirical approaches to the notions 
of understanding and explanation, see Wilkenfeld (2017) and Khalifa (2017).
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scientific (as opposed to anecdotal) support. It is not couched in a vocabulary 
deployed in research on memory, attention, or computation generally. It does 
not cite those sources. It does not entertain the possibility that its character-
istics are moderated by individual variables, by demographic facts, by culture, 
or by epoch. In short, there is no evidence in these conceptual analyses that 
they are conceived as a place for psychologists and other interested parties to 
begin their investigation. On the contrary, the firewall of neglect they have 
built around the concept indicates that such empirical investigations are at 
best unnecessary, and at worst, unwelcome.

In our common uses of ‘understanding’, lots of consequences are not just 
unarticulated, but undetermined. It is not as though there is some settled 
extension of the term, but we have not fully captured it; the extension is no 
more unfinished than the extension for ‘thought’ or ‘intention’ or ‘desire’. 
Focused efforts advertise the extension as under construction, and there 
isn’t much evidence of progress. Rather than the philosopher unearthing the 
implicit consequences of the notion of understanding, philosophers are often 
trying to make up a coherent notion of understanding that nothing in our use 
or theoretical practice dictates.

Humans have inbuilt cognitive limitations that place some explanations 
permanently beyond their grasp. This is especially so for accounts of expla-
nation that demand much from understanding. Our faculties of attention 
and memory arise from a rigid neurological architecture. The ordinary 
standards of understanding— normally requiring that the causes responsi-
ble for the effect be introspectable and separately trackable— cannot be met 
by an architecture that squeezes efficiency out of processing by rendering 
so much processing automatic, shallow, and opaque. Our perceptual and 
cognitive systems are capable of maintaining only very small numbers of 
memory and attention contents from just a few information sources. If we 
had undistorted and deliberate access to the content of attentional win-
dows of arbitrary size, could track those events with less constrained powers 
of identification and discrimination, and could integrate the many tempo-
ral levels and modal qualities of information, we might be able to meet the 
standards of grasping or understanding normally imposed when we attempt 
to ‘understand’. In other words, if we had capacities that we don’t, we might 
have been able to do things we can’t.3 I don’t think you want an account 
of understanding that requires that you appreciate things like separable 

3.   A conceptual treatment of this issue is found in McGinn (1991).
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dependence relations, because almost nothing in the world is understanda-
ble in that sense.

I will focus on two features of existing philosophical accounts of under-
standing. The first is that they include concepts like transparency, awareness, 
and control that enjoy a certain fluency in the philosophical tradition but 
belong to no scientific category. Second, and relatedly, the existing philosoph-
ical accounts of this fundamentally psychological notion— understanding— 
are not formulated in way that could be confirmed by scientific evidence. 
Instead, they characterize understanding by performing conceptual analysis 
on the experience of understanding, dissecting and reassembling it using only 
those capacities that our best psychological science already demonstrates are 
unfit for routine identification and estimation.

Although conceptual analysis aspires to yield a clear and specific product, 
some philosophers begin with very specific, even tailored, ideas about what 
understanding requires. Understanding, Zagzebski says, “is a state that is con-
stituted by a type of conscious transparency” (2001, 246). But some lay and 
technical uses conflict with this conviction. We often say that a person under-
stands a function even when they can’t articulate it or be aware of its features. 
Zagzebski continues:

It may be possible to know without knowing that one knows, but it 
is impossible to understand without understanding that one under-
stands.  .  .  .  [U] nderstanding is a state in which I  am directly aware 
of the object of my understanding, and conscious transparency is a 
criterion for understanding. Those beleaguered by skeptical doubts 
therefore can be more confident of the trustworthiness of putative 
understanding states than virtually any other state. (2001, 246– 47)

When philosophers announce a condition for the application of the term 
‘understanding’, it can be hard to tell whether they are playing a normative 
role like the prim grammarian, or a merely descriptive one of the anthropolog-
ical lexicographer. Is this a claim about how we use the word? Is it an attempt 
to summarize a supposed consensus about the nature of understanding?

With an evidence base so uncertain, we might think we should treat every 
assertion of the meaning of ‘understanding’ as speculative or risky, until the 
necessary evidence is specified.

Nevertheless, Zagzebski claims that understanding is “The state of com-
prehension of nonpropositional structures of reality” (Zagzebski 2001, 242). 
Sooner or later, advocates admit to a strategy behind their specific treatment. 
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Some hold that an account of understanding is best treated as a virtue. Some 
seek an account continuous with our philosophical heritage in ancient 
Greece. Some believe that an account must properly navigate a particular 
strain of usage. “In the case of understanding, the objects would be some-
thing along the lines of ‘structures’ (Linda Zagzebski), or ‘systems’ ( Julius 
Moravcsik), or ‘information chunks’ ( Jonathan Kvanvig), or ‘dependency 
relations’ ( Jaegwon Kim and [Stephen Grimm])” (Grimm 2012, 105).

Other accounts are very broad, leaving open the reasonable possibility 
that there are no features of understanding common to the cases we might 
be inclined to apply the term: “As a very crude first approximation, I suggest 
that understanding is a grasp of a comprehensive body of information that 
is grounded in fact, is duly responsive to evidence, and enables non- trivial 
inference, argument, and perhaps action regarding the subject the informa-
tion pertains to” (Elgin 2007, 9).

Although it is good to be open about one’s philosophical strategies, 
admission is not absolution, still less a substitute for a reason that one might 
think understanding deserves a unified treatment. Other approaches fare no 
better. One might try to gain insight into understanding generally by looking 
at scientific understanding specifically, suggesting that scientific understand-
ing is the state produced, and only produced, by grasping a true explanation.4 
Much depends on how “grasping” gets worked out. But taken at face value, 
“grasping” does not belong to any scientific category. And, if it is circular to 
define ‘understanding’ in terms of the synonym ‘grasp’, you also don’t want it 
defined in terms of ‘comprehension’ either. “While these descriptions differ 
in various ways, if there is a common idea here it seems to be that under-
standing is directed at a complex of some kind— in particular, at a complex 
with parts or elements that depend upon, and relate to, one another, and that 
the mind grasps or apprehends when it understands” (Grimm 2012, 105). 
If we had a psychologically informed and empirically rigorous account of 
‘grasping’, that would go a long way toward characterizing understanding. 
But we don’t.

In keeping with these dependency approaches, I  have a special place in 
my account of understanding for causation. After all, with the exception of 
a few special domains, only causal taxonomy promotes understanding. But 
my account gives priority to science. When it comes to uncovering causal tax-
onomies, science has no peers. The goal of this search for the causal details of 

4.   An account friendly to this one can be found in Strevens (2013).
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cognitive achievement is to provide the best theoretical systematization of the 
empirical facts delivered by cognitive and comparative psychologists.5

12.3.  What the Concept of Understanding  
Is Made of

The philosophical study of understanding involves a circle of interdefined 
concepts. Appreciating the structure of the situation, grasping, comprehend-
ing, manipulating representations— all with their conscious and unconscious 
variants— these are the central intellectual notions designed to elucidate under-
standing. Although the sense of understanding, when present, is palpable, it is 
really hard to know when genuine understanding is present. We can’t elucidate 
understanding until we look at the processes of memory and understanding 
beneath it. This is not a plea for reductionism; it is a call for explanatory inde-
pendence,6 a description of notions that seem related to, if not constitutive of, 
understanding, that are implicated in a wide range of independently specifia-
ble notions. The bottom line is, there are simply too many ways of representing 
cognitive achievements and failures equally as understanding.

Memory and attention also have dual lives in the lab and the public square, 
and both make understanding possible. When we consider the application of 
those words by the many, we see the assumption that in order to understand 
a statement, concept, theory, rule, etc. we must use our memory capacity. In 
order to understand, we must recall the characteristics of the object of under-
standing. And in order to characterize those properties, we must be able to 
focus our attention on them.

At the same time, memory and attention are not endless resources (Cowan 
2005). There are limits on the number of items in memory that can be con-
stantly activated ( Just and Carpenter 1992), the number of relations among 

5.   De Regt and Dieks (2005) suggest two principles can explicate the notion of understanding, albeit 
of a scientific variety:

1. A phenomenon P can be understood if a theory T of P exists that is intelligible.
2.  A scientific theory T is intelligible for scientists (in a context C) if they can recognize qual-

itatively characteristic consequences of T without performing exact calculations.

Principle 2 is too weak, of course, because there is a potentially infinite number of “qualitatively 
characteristic consequences of T” that are deductive consequences but utterly uninformative 
about the causes producing those consequences. In those cases, I doubt we would want to say 
that we understand phenomenon P.

6.   For one account that emphasizes unification, see Kitcher (1989).
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items in memory that can be integrated (Halford, Wilson, and Phillips 1998), 
and the limit enforced to avoid interference between items in working mem-
ory (Oberauer and Kliegl 2001). Feelings of understanding aside, cognitive 
success depends on the delicate alignment of multiple psychological mecha-
nisms, far more intricate than crude schema like “activated portion of long- 
term memory,” “focus of attention,” and a set of “time- locked sensory buffers.” 
For example, behind long- term memory is a process called “long- term poten-
tiation” in which a memory is encoded by a biological process made stable 
by a chemical state. Potentiation does not have phenomenological correlates, 
and so we cannot characterize its theoretical properties by the crude gazes of 
unaided introspection.

Memory is not the only complex process whose components are difficult 
to track by introspection or casual inspection. To cite another case, the faculty 
of attention proceeds by activating three broad component stages: Alerting, 
Orienting, and Executive. Both imaging and lesioning studies indicate that 
each of these processes is served by distinctive neural pathways, pathways 
whose functions are unlikely to be captured by analytic constructs arrived 
at through introspection of phenomenological contents (Geva et  al. 2013). 
When we acquire understanding through observation, for example, an 
observation of even simple objects requires attentional capture of separable 
dimensions of shape, surface contour, color, and motion, to mention just a 
few factors. That capture process is measured in tens of milliseconds. Any 
less time, it cannot be captured in the window, and it is lost to later processes 
of storage and report. Any more time, and it interferes with processes that 
come after or crowds out other analyses that co- occur, placing so much load 
on working memory that we are unable to retain the event. Even the sensory 
analysis of a solitary dimension of color places measurable demands on one 
of many distinctive attentional processes (see, e.g., Belopolsky and Theeuwes 
2010). Recent studies have confirmed and extended these observations to 
other dopamine genes and to the orienting network. In two different studies 
employing other conflict tasks, the catecholamine- O- methyltransferase gene 
was linked to the mental operations related to resolving conflict (Blasi and 
Mattay 2005; Diamond and Briand 2004). Different alleles of cholinergic 
genes were also related to performance on orienting tasks such as visual search 
(Parasuraman and Greenwood 2005), thus confirming the link between ori-
enting and the neuromodulator acetylcholine.

It may be that there is no understanding without explanation (Strevens 
2013). But it is also true that there is also no understanding without memory, 
without attention, and without awareness. This causal understanding portrays 
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the object’s actual or potential changes over time, and it typically takes time to 
represent or imagine temporal sequences. We must be able to focus on some 
part of the problem and relate it to other parts. Sustained focus requires that 
we remember the details of those components for as long as we need to in order 
to represent the problem. All existing theories of attention and of memory 
treat these processes as incremental, and composed of identifiable ingredients.

Many common explanations for complex phenomena are true but people 
find them hard to understand. The idea is this. Humans have severe limits on 
memory and attention, and this places limits on what they can (explain and) 
understand. But many phenomena that we try to explain involve many variables 
of different causal direction and potency. I have in mind domains like population 
ecology, or models of watershed pollution, which include dozens of variables. 
Understanding these is very different from understanding, say, why a billiard ball 
moves the way it does after impact, in which only a few factors are involved.

Models of these domains can potentially contain hundreds of candidate pre-
dictor variables (Bishop and Trout 2005)— demographic factors (age, sex, race, 
education level, region of the country), genetic profile factors (sometimes doz-
ens of them), behavioral factors (nutrition, exposure to certain chemicals, etc.). 
With many diseases, no single variable is a good predictor on its own; most of 
the variables are weakly predictive. So weak, in fact, that it is pretty routine to use 
some kind of statistical variable selection process to prune down the number of 
variables in the model in order to arrive at something that’s “clinically interpreta-
ble”— in other words, to work around the limits of our processing ability!

Consider a simple model for predicting coronary artery disease (CAD), 
in which the model identifies patients at high risk for a coronary event. By 
allowing us to track changes in the risk of coronary events with the addition 
of each variable, the model helps us to understand the causes that bring about 
the coronary effects. But with twenty- two variables in the model, there is not 
a chance in the world that we could have understood this risk anecdotally, 
nor could we have followed the causal influences without the aid of a com-
putational model. The number of items we would have to recall is more than 
300% of the number we can attend to tracking them unassisted. To make our 
infirmity more emphatic, we cannot track the potency of the causes and their 
direction. Some of the causes are orthogonal and there are interaction effects.7

7.   The twenty- two predictors in the model were age, sex, CAD diagnosis, deprivation, smoking, hyper-
tension, diabetes, lipids, heart failure, peripheral arterial disease, atrial fibrillation, stroke, chronic kid-
ney disease, chronic pulmonary disease, liver disease, cancer, depression, anxiety, heart rate, creatinine, 
white cell count, and hemoglobin. See Rapsomaniki et al. (2014).
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This model edges us toward scientific understanding of CAD, but also 
refines and corrects our understanding of CAD in lay cases. Our lay expe-
rience with the effect of coronary artery disease may be a massive coronary 
event, open to casual inspection: A man of about sixty years of age clutches 
his chest, struggles to breathe, and falls to the ground, unconscious. We try to 
understand. Why did this happen? Nonexperts are told “Heart attack.” That 
may seem like a useful category, but if we are looking for causes, it is a term 
of convenience used to pick out causes, conditions, and events, too numerous 
and tedious to list, and too diverse to be useful. We could continue to build an 
ontology on it, or employ a taxonomy of heart ailments based on the casually 
observable actions. That is the philosopher’s discretion, and nothing about the 
organization of the profession prevents it. But no effort at understanding could 
rationalize doing so. Like calling a manic depressive “crazy” or “possessed,” this 
amounts to the willful imposition of archaic categories of proven inaccuracy.

The same goes for theories of understanding. The limitations on memory 
and attention are best seen if you have theoretical knowledge of the causes. 
Philosophers propose accounts of understanding and are silent about the 
constitutive role of memory and attention. But they could see that they were 
mistaken about prospective outcomes had they simply considered cognitive 
limitations under ordinary stresses.
Consider a common example of cognitive limitation showcased by 
Paul Meehl:

Surely we all know that the human brain is poor at weighting and com-
puting. When you check out at a supermarket, you don’t eyeball the 
heap of purchases and say to the clerk, “Well it looks to me as if it’s 
about $17.00 worth; what do you think?” The clerk adds it up. There 
are no strong arguments from the armchair or from empirical stud-
ies . . . for believing that human beings can assign optimal weights in 
equations subjectively or that they apply their own weights consist-
ently. (Meehl 1986, 372)

Notice that in Meehl’s grocery example, we know that a simple addition is the 
right calculation to apply and the variable values (i.e., the prices) are usually 
stamped right on the products. But suppose that the computation required 
was much more complex. This of course would make matters even worse.

Suppose instead that the supermarket pricing rule were, “Whenever 
both beef and fresh vegetables are involved, multiply the logarithm of 
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0.78 of the meat price by the square root of twice the vegetable price”; 
would the clerk and customer eyeball any better? Worse, almost cer-
tainly. When human judges perform poorly at estimating and applying 
the parameters of a simple or component mathematical function, they 
should not be expected to do better when required to weigh a complex 
composite of those variables. (Dawes, Faust, and Meehl 1989, 1672)

These processes require attention to the kinds and quantities being measured. 
In order to attend, people must hold in working memory the items like beef 
and fresh vegetables. And while doing so, we must have also made a decision 
about what kind of meat to attend to, or whether to classify candidate plants 
as “vegetables.” If these processes are constitutive of understanding grocery 
price, then the fact that we can’t fluently or transparently estimate a value 
shows us that the opacity of understanding is routine.

To dramatize the human memory/ attention limits involved in under-
standing any complex topic, consider routine efforts to understand genetic 
risks. It is quite common now for people to explain, and so purport to under-
stand, a medical condition in terms of “having the gene for it.” Perhaps the 
local character of causation creates the impression that its forces are easier to 
cognitively process. However, most conditions that have clear genetic influ-
ences (say, breast cancer) aren’t just a result of a single point mutation but 
instead are related to hundreds of single- nucleotide polymorphisms (SNPs). 
Each mutation alone is not going to give you breast cancer, but as a whole, the 
aggregation of many relevant mutations can strongly affect risk. I think there 
really might be some human memory/ attention limits involved with failing 
to understand this, because the news media and personal genetic profiling 
companies always seem obsessed with finding “the” [insert disease] gene, even 
though it is very rarely that simple.

It may be that philosophers, too, suffer from an errant fluency in their 
construction of theories of understanding. Even a few stops on a tour of phil-
osophical theories of understanding reveals a troubled landscape: Definitions 
of understanding that appeal to grasping, pronouncements that understand-
ing is nonpropositional, transparent. Compared to a psychological theory 
that traces the temporal and spatial contours of attention, the powers of 
memory, and the chemistry of encoding— all features of a complete scientific 
theory of understanding— distinctly philosophical approaches to theorizing 
about understanding seem proudly medieval.

Consider a more distinctively empirical way that an approach to under-
standing might take. Begin with situations that have similar structure. You 
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build a kind of model of some phenomenon. This model or schema incorpo-
rates the forces thought to be most important to the effects considered. If it is 
a weather pattern, the structure will include such factors as wind turbulence, 
dew points, and temperature. If the system or model concerns the stress on a 
steel beam, the structure will include the strength of the material, the length 
of the run, and the weight it bears. If it is crime in an urban neighborhood, 
you will focus on the kind of infraction, the demographics of the perpetra-
tors, and the temptations in the environment that transforms onlookers into 
criminals. The motion of a projectile may be depicted by a model that includes 
forces that propel the projectile and produce recoil, factors like gravity that 
operate on its weight and air that creates drag.

If understanding seems a difficult achievement, at least in some domains, 
it may be because some phenomena in the world are complex in ways that 
challenge the mind’s delicate balance of attentional gaze, perceptual buffer, 
and memory capacity. So we simplify. We conceive of an atom as a solar sys-
tem, or electricity as a liquid. This abbreviation is, of course, a mnemonic, not 
an accuracy- inducing device. But without it, understanding even something 
like electricity would be difficult for most of us. Now think of understand-
ing the operation of complex systems— population ecology, evolution, the 
psychology of morality, disease, poverty, and consciousness. What would be 
required in order to say that we “understand” any of these systems?

12.4.  Philosophical Fluency

When a concept is accessible to our thoughts, like a triangle, a dog, or for the 
physicist, an electron, we can use it fluently. We can talk about the concept, 
hold it before our attention, relate it to others, and gauge its many powers. 
This experience of fluency, gives rise to confidence in a judgment or decision. 
Psychologists call this experience by a variety of names: Feeling of Rightness, 
Feeling of Knowing, and Judgments of Learning, and this experience is a 
memory- based judgment, and is based on experiences that are cued automat-
ically. But the causes of these experiences— the processes of attention, and 
the mechanisms of memory workspace— are not introspectable (Brewer and 
Sampaio 2006; also see Koriat et al. 2004; also see Matvey et al. 2001). Thus, 
the experiential component of these Feelings— of Rightness, Judgment, and 
Learning— leaves one with a feeling of confidence without knowledge about 
the basis of that confidence.

As an indicator of truth, how reliable is the Feeling of Understanding? It 
is a good thing that difficult problem- solving settings provoke our analytic, 
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deliberative skills, because if left unchecked humans will succumb to overcon-
fidence and hindsight biases to embrace the subjective cue that a given task 
is easier than it actually is. The sense of understanding feels good. We rush to 
get the feeling, and we are hooked on it. But it is a tragic addiction. Stephen 
J. Gould viewed it instead as comical farce, as though we have a homunculus in 
our head, jumping up and down, and shouting out the wrong answers (Gould 
1991, 469). Whatever image we choose, these errors stemming from not actu-
ally understanding are large, and they are often about weighty matters.

Surely the feeling of understanding is at least sometimes right, even right 
much of the time. But in the common cases of knowing simple facts, we get 
no jolt of satisfying understanding. When I prepare for a left turn in my car, 
I have the belief that oncoming traffic will adjust, and that I have correctly 
judged the distance. I believe that eggs will cook if I heat them, that the local 
bodega around the corner is open, that I can barely ski, but that a stick frame 
wall built to code has plenty of strength to carry a heavy snow load in a tem-
perate zone. We could continue this list indefinitely.

You might think that monitoring these biases is pointless, because their 
behavior is so difficult to control. But even mediocre performance can be 
an improvement. And some people have more room for improvement than 
others. People experience the Feeling of Rightness with different regularity, 
because they monitor and control their feelings differently.8 Some are bet-
ter at spotting and corrrecting errors. Did you catch the typo in the last sen-
tence? If so, that is an example of successful monitoring. People who monitor 
their psychological processes better are typically also better on selected read-
ing tasks (Lin, Moore, and Zabrucky 2001), better in science classes when 
given optical principles to learn (Prins, Veenman, and Elshout 2006), and 
better at mathematical problem solving (Desoete and Roeyers 2006; also see 
Lucangeli, Tressoldi, and Cendron 1998).

The extent to which we monitor our feelings determines whether we 
accept an existing outcome or seek another (Mazzoni and Cornoldi 1993; also 
see Son and Metcalfe 2000; also see Nelson 1993; also see Son 2004). If you 
feel that your swing is good, you may stop taking batting practice; if you don’t, 
you may change stance. If you are confident that you have understood the 
above passage, you won’t reread it. If you are confident that you have correctly 
remembered the name of a person you have just run into, you will address that 
person by name; if not, you may choose a more generic greeting. If you doubt 

8.   See Hertzog and Robinson (2005) for a review.
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that you will remember the bread on the way home, you might arrange a cue 
to trigger your memory. The success of your judgment depends not only on 
the accuracy of your memory, but also on your ability to monitor your mental 
processes and take appropriate action (Koriat and Levy- Sadot 1999). This is 
the function of metacognition.

Philosophers have their own conceptual repertoire, and they traffic in it 
with great fluency. The courting of intuitions is one example, leading to judg-
ments about “what we want to say” about a particular case. In response to the 
claim that understanding must be transparent, we might generate intuitions 
by imagining a mathematician working on a proof that the square root of 2 is 
irrational. She works at it so persistently that by the time she solves the prob-
lem she is too tired to appreciate the solution. She falls asleep and when she 
awakens she looks at the solution she had written. The proof is perfect, but the 
last series of steps in reasoning are unrecognizable to her. We might want to say 
that she solved the problem but doesn’t understand the solution. She doesn’t 
understand it because she doesn’t have an awareness of the factors responsible 
for the solution. Appeal to awareness has the satisfying sound of transparency, 
but it fails to move the ball. We might understand how to ride a bike but not 
have an awareness of the factors responsible for this skill. Proliferating senses 
of ‘awareness’, however, is no way to provide a unified account of understand-
ing. The option seems to be a concept of understanding that captures only a 
small class of intellectual and practical achievements— the ones that exhibit a 
kind of transparent awareness of the principles in virtue of which the achieve-
ment is accomplished— or treat recognitional capacities or discriminative 
sensitivities too, as expressions of understanding. Understanding feels like it 
goes with awareness, because we expect people who understand a subject to 
be able to instruct others about it, and instruction typically requires that we 
use that awareness to articulate the factors that contribute to the subject of 
instruction. Control or manipulability feels like it goes with understanding, 
because understanding an object seems to require knowing its causal powers. 
If an object can surprise us, acting unpredictably or beyond our abilities to 
regulate its conduct, we would not say that we understand the object, how-
ever we might fear or mistrust the object.

But aren’t these all just expressions of conceptual fluency, a fluency that 
requires not correspondence but mere coherence? I  develop this psycho-
logical view at greater length in Wondrous Truths: The Improbable Triumph 
of Modern Science. If we get the same good sense of understanding whether 
our belief is true or false, or our theory is good or bad, how does that feel-
ing advance the theoretical cause? After all, the feeling supplies conviction 
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rather than truth, the kind of conviction that people have that going outside 
in cold weather with wet hair will make you sick (it won’t), or that shaving 
will make your hair grow in thicker (it won’t). But after thousands of hours of 
implementing familiar concepts, laypeople, like scientists, have a conviction 
that is fully automatized, even when their relevant beliefs are false. In “The 
Will to Believe,” William James dramatizes the power that ritualized behavior 
has not just to sustain belief but to create it. As he says: “Go, then, and take 
holy water, and have masses said: belief will come and stupefy your scruples” 
( James 1896/ 1907, 6).

The processing benefits of fluent concepts is clear. Familiar concepts, like 
familiar methods, are used most easily when most familiar. When identifying 
objects from an array, people display fluency (through faster reaction times) 
for living categories like human faces (Rhodes and Tremewan 1996; also see 
Rhodes et al. 2001) as well as fish, dogs, and birds (Halberstadt and Rhodes 
2000; 2003). But the drive is so strong to find the center that humans do 
it even with categories of nonliving objects, like color patches (Martindale 
and Moore 1988), and even artifactual objects like furniture (Whitfield and 
Slatter 1979), wristwatches, and automobiles (Halberstadt and Rhodes 2000; 
2003). So robust is this drive, in fact, that objects that clearly do not admit of 
gradations receive this treatment from humans. Whole numbers are one such 
example: certain odd numbers are reported by people to be “more odd” than 
others (Armstrong, Gleitman, and Gleitman 1983). Who would have guessed 
that 7 and 13 are the oddiest of odd numbers, and 15 and 23 the least odd of 
them? Or that 8 and 22 are the eveniest even numbers, 30 and 18 are the least 
eveny of the even numbers? And in science, just like in everyday life, explan-
atory prototypes that free up processing space in the brain are deemed more 
attractive, and more accurate, whether or not they actually are. Fluency feels 
good, and disfluency feels bad.

Something like understanding has a healthy epistemic role to play in the-
ory testing and development. But this naturalistic theory of scientific explana-
tion should also account for explanation’s failures. I have described a number 
of the psychological sources of failure that lie behind our tendency to be 
seduced by the sense of understanding (also see Trout 2002).

Other attempts to specify effective conditions for the acceptance of an 
explanation underestimate the theory- dependence of these judgments. It may 
be that people are more likely to accept an explanation if it seems applicable to 
other settings of prediction and manipulation (Lombrozo and Carey 2006). 
But this is a deeply theory- dependent judgment, and if your theories are poor 
you are likely to identify poor explanations as useful. Surely this was part of 
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the unifying promise of supernaturalism, of alchemy, or of the humoral theory 
of health. There seems no merely instrumental or pragmatic measure, such as 
usefulness, that tells us when an explanation should be accepted, even if there 
are more robust theoretical standards that might recommend acceptance (for 
example, that a theory is mature and has unified a diverse range of phenomena).

Moreover, the understanding conveyed by a good explanation may be 
a community achievement. Except for the simplest of events, explanatory 
understanding is not essentially an achievement of an individual. And any 
alternative account of explanation that requires the transmission of a sense of 
understanding must address this criticism. My positive account of scientific 
explanation asserts that, as a contingent matter of fact, the only feature of an 
explanation that can render explanation epistemic is its systematic tendency 
to produce increasingly accurate theories. In effect, only explanations capable 
of sustaining theoretical progress are good explanations. This pronouncement 
may not help us to decide now, rather than in retrospect, which explanation 
to take seriously. But this is not the job of an account of explanation. A theory 
of scientific explanation should not attempt to predict the future history of 
science, but set out what scientific explanation is, and what standards should 
be met by a proper explanation.

In order to accord explanation the epistemic role it seems to play in suc-
cessful theory selection in contemporary science, we must abandon our 
attachment to the comforting idea that the “sense of understanding” is a cue 
to at least a working version of the truth. But this will not be easy. Explanation 
is a backward- looking affair and thirty years of research on judgment shows 
both that people are not good at tracking how they are affected by knowledge 
of outcomes and that they are not good at admitting this limitation.

A distinctly philosophical analysis of explanatory understanding may 
include a role for the sense of understanding. But it is unlikely that this role 
will be a justificatory one. In the series of cognitive steps that lead to under-
standing, phenomenology is a latecomer. In the absence of independent 
evidence of its reliable role— that its presence covaries importantly with pro-
gressive findings— and in light of the psychological and historical evidence 
that it is an unreliable cue, the sense of understanding is not a promising route 
to genuine understanding.

In fact, no one has the vaguest idea how this phenomenology is related 
to getting things right, so it is a field ripe for exploration. Scientific realists 
can assign a robust role to objective factors in explanation— such as statistical 
and causal relevance— and value the contribution of explanation to scientific 
progress. If your focus is not balanced by a positive account of the sense of 
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understanding in a scientific theory of explanation, then it is easy to portray 
any criticism of the sense of understanding as the first step toward explana-
tory nihilism. But explanatory nihilism is surely premature.

On the one hand, the sense of wonder when explaining fills us with joy. 
But on the other, the illusion of explanatory depth shows that our joy may 
be misplaced. Why would evolution have designed us so that the sense of 
understanding feels good, and yet so that we regularly stop before we fully 
understand? Alison Gopnik has the first half of the answer (Gopnik 1998). 
Evolution has designed us so that we have a drive to learn. And what better 
way to design that drive than to have a body and mind that responds to the 
world with wonder, so that we want to find out how these wonderful things 
work? But why the paradoxical termination of inquiry prior to actually fully 
understanding? Why would evolution make us feel so giddy when we seem 
to be making cognitive progress, yet at the same time hinder our learning 
through phenomena like the Illusion of Explanatory Depth?

Of course, few people can accurately boast a complete understanding of 
the workings of a toilet, tumbler lock, or tectonic stress. Even the best sci-
entists, if they are honest, will cry uncle at some point when probed about 
their understanding of their favorite natural phenomenon. The Illusion of 
Explanatory Depth, while sobering, does not resolve our question. How do 
we develop such beautiful and accurate theories when our understanding is so 
routinely incomplete and our attitude so robustly overconfident? And how 
can we develop a scientific account of understanding with the feeble instru-
ments of conceptual analysis, no matter how confidently wielded?

12.5.  Conclusion

If understanding begins in flights of wonder, the limits of human understand-
ing bring it back to earth. The need for speedy processing imposes forbidding 
constraints on memory and attention, two of the chief faculties underlying 
understanding (Cowan 2005). Understanding requires a complicated chore-
ography of moves whose execution limits the number of items in memory that 
can be constantly activated ( Just and Carpenter 1992), the number of rela-
tions among items in memory that can be integrated (Halford, Wilson, and 
Phillips 1998), and the ability to mentally maintain the distinction between 
items in working memory (Oberauer and Kliegl 2001). Just like in juggling, 
the error profile is what psychologists call catastrophic; you drop one ball, you 
drop them all. The process that manages the juggling of attention and mem-
ory is metacognition, and metacognition has its limits too.
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The evidence for the nature of understanding is empirical (even when the 
empirical evidence is anecdotal). You can certainly choose to ignore the sci-
entific evidence, and generate categories tied to bygone traditions like intro-
spectionism, respects of similarity associated with magical thinking, and 
theorizing based on ancient categories. You could use concepts like transpar-
ency, nonpropositionality, and grasping, notions unrecognizable to scien-
tific cognitive and comparative psychologists. Philosophers are, of course, at 
leisure to use whatever methods and concepts they choose. But that is only 
to observe that philosophy has no certification procedure that prohibits the 
use of fruitless methods, and no barrier to entry whose standard of success is 
based on truth.

By now it should be clear that the sense of understanding, by itself, is an 
unreliable cue to truth. True beliefs may carry more or less of the sense of 
understanding, a sense of fluency or metacognitive control. But this does not 
add up to unifying diverse cognitive achievements.

It is convenient to have a name for the event or state when our struggle 
with a particular cognitive challenge strikes the proper combination of atten-
tional capture, available working memory, accurate shortcuts, or heuristics to 
reduce the conflict. But we shouldn’t become so smitten that we attribute to 
the nominal orthography ‘understanding’ a unifying power, or suppose we 
can squeeze a new pedigree out of an old mongrel.
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