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Abstract For most of the major philosophers of the seventeenth and eighteenth 10
centuries, human cognition was understood as involving the mind’s reflexive grasp 11
of its own contents. But other important figures have described the very idea of a 12
reflexive thought as incoherent. Ryle notably likened the idea of a reflexive thought 13
to an arm that grasps itself. Recent work in philosophy, psychology, and the 14
cognitive sciences has greatly clarified the special epistemic and semantic properties 15
of reflexive thought. This article is an attempt to give an explicit characterization of 16
the structure of reflexive thoughts that explains those properties and avoids the 17

complaints of its critics. 18
Keywords Reflexive thought - Model-theoretic argument - Semantic descent - 19
Self-representation - Cognition - Reference-grounding - Lehrer 20

21
1 Introduction 22

There is a lot of confusion surrounding reflexive thought and strangely divided 23
opinion about its significance. Complaints about reflexive thought include that it is 24
semantically mysterious, that it is incoherent, that it plays a role in the proof of 25
Godel’s theorem and allied results. Not everyone is subject to all of the confusions, 26
but they’re common enough to be worth dispelling. Some have held that the ability 27
to think reflexively is distinctly human. Nozick, for one, regards it as the defining 28

characteristic of a self. He writes: 29
“To be an I, a self, is to have the capacity for reflexive self-reference.” 30
(Nozick 1981, p. 79) %2;
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For most of the major philosophers of the seventeenth and eighteenth centuries
(not just Descartes, but Malebranche, Leibniz, Locke, Berkeley, and Hume), human
cognition was understood as involving the mind’s reflexive grasp of its own
contents. Kant—an especially important and especially deep source of insight about
reflexivity—regarded the capacity for reflexive thought and the capacity to conceive
the world in objective terms as inseparable features of human cognition. They were,
for him, two sides of a single coin.

But other important figures have thought that the very idea of a reflexive thought
is incoherent. Ryle likened the idea of a reflexive thought to an arm that grasps itself.
In another memorable image, he ridiculed the idea of a thought about itself as
involving

“The hallowed paraoptical model, as a torch that illuminates itself by beams of
its own light reflected from a mirror in its own insides.” (Ryle 1949, 39)

His suggestion was that reflexive thought doesn’t make sense because mental
representation, like grasping or illuminating, is a relation that one thing does to
something distinct from it, not something a thing can do to itself. William James
agreed with him asserting categorically that:

“No subjective state, whilst present, is its own object; its object is always
something else.” (James 1884, 2)

Ryle and James are not denying that one thought can be the object of another;
they are denying that any thought can be its own object. The objection is based on a
view about of the nature of mental representation, but others have been suspicious of
reflexive thought because of the unsavory association with paradox. If there are
thoughts that are about themselves, then there are thoughts that assert their own
falsity, and one might worry that allowing for the existence of reflexive thoughts
opens the door for paradox.

Recent trends have focused on reflexive thought in a more positive way. Because
reflexive thoughts share some of the semantic and epistemic peculiarities of
conscious thought, it has become fashionable to suppose reflexivity holds the key
to the mysteries of consciousness. Hofstadter, D’ Amasio, and many others hold that
conscious thought is by its nature reflexive.! Kreigel and defenders of self-
representational accounts of consciousness have proposed that to be a conscious
state is to be one with a reflexive content.

But despite the currency of talk about reflexivity, there is not enough clarity in the
literature in the philosophy of mind about what a reflexive thought is supposed to be.
One sometimes hears that a reflexive thought is one that is about, refers to, or
represents itself.? This purely extensional definition, however, fails to capture the
difference between (A) and (B) below.

(A) A contains four words.
(B) I contain four words.

! For a collection that draws together a broad range of discussions of self-representational approaches to
consciousness, see Kriegel and Williford 2006. See also Kriegel 2009 and Harman 2006.
% Wikipedia, for example, defines self-representation as: a reflexive representation ‘a sentence or formula
that refers to itself via some intermediary expression or encoding.” See also Kriegel 2007.
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They are both about themselves, but the latter forms a special subclass with quite 78
special semantic and epistemic properties, and it is these that we mean by ‘reflexive.” 79

Among contemporary authors, John Perry is the name most closely associated 80
with reflexivity.” He gives a very elegant account of the cognitive and semantic 81
peculiarity of indexicals in terms of reflexive content. Reflexive content, for Perry is 82
a layer of content independent of the ordinary referential content.* It is truth- 83
conditional, but it is distinguished from the referential content by the fact that 84
reflexive content specifies the truth conditions of an utterance (or thought) in terms 85
that make reflexive reference to the utterance or thought itself. So, for example, 86
consider the following utterance made at noon on January 16, 2009: 87

(C) “Today is John Perry’s 63rd birthday.” 88

The referential content of (C) is the singular proposition that on January 16, 2009 89
is John Perry’s 63rd birthday. The reflexive content of (C), by contrast, is that the 90
day on which (C) itself occurs is John Perry’s 63rd birthday.® In general, reflexive 91
content on Perry’s account relates the subject matter of a sentence, utterance, or 92
inscription to the sentence, utterance, or inscription itself. Perry is persuasive in 93
arguing that there is a quite special kind of content that attaches to reflexive 94
utterances and thoughts, but in conveying the truth conditions for reflexive 95
utterances, he makes use of the notion of ‘the utterance itself,” which is itself a 96
reflexive notion, and so his account falls short of an analysis. It won’t help someone 97
that doesn’t already grasp reflexive thought do so. It doesn’t show us how to 98
introduce reflexive expressions into a language that doesn’t already have them.’ 99

Functionally, it is easy to see what reflexive knowledge is supposed to do. 100
Intuitively, it is easy to grasp what reflexive knowledge is supposed to convey. A 101
reflexive thought is supposed to stop regresses and to convey to the thinker that itis 102
the very thing to which it refers. But formally, it is very hard to see how anything 103
could perform that function. What reflexive thought requires and why standard 104
accounts of representational content make it difficult to satisfy those requirements 105
will be discussed below. A recent article in this journal by Keith Lehrer 2011 106
contains the seeds of an explicit account, and I have myself argued for a very similar 107
view.® Here I want to make it a little more explicit and show how it does the work it 108
is supposed to. 109

? Perry 2001.

* The referential content (which Perry also refers to as the “official content™), on his account, is given by
the Fregean truth conditions.

> T use double quotation marks for tokens like utterances and inscriptions, and square bracket for types like
expressions and sentence types.

© That this is different from the singular proposition that January 16, 2009 is clear from the fact that one
could believe the singular proposition and not realize that (C) itself occurs on that day, and likewise, one
could know that (C) itself occurs on Perry’s 63 rd birthday without knowing what date that is.

7 To see that this use of ‘the utterance itself’ presupposes the distinction between reflexive and non-
reflexive characterizations of the utterance, it is enough to notice that the reflexive content wouldn’t be
captured if “the utterance itself” were replaced by “the utterance made by JI at noon on Jan. 16, 2009.” In
some places, Perry says is that to have a reflexive thought to have a thought whose truth conditions make
reference to that very thought, ‘under the guise of identity.”

¥ See also Lehrer 1997, 1986, and 1991.
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2 Representation of Self 110

Representation will be conceived for our purposes as a relation, xRy, between the 111
elements in some representational medium X = {x,,...X,} and objects in the domain 112
of representation Y = {y;...yn}. X might consist of terms in a language and Y 113
physical objects, or X might consist of a stock of symbols on a map and Y 114
geographical objects like cities, highways, rivers, and so on. R is given by a model- 115
theoretic mapping of X into Y. X is used to convey information about Y by 116
arranging {Xi,...X,} into configurations that reflect the structure of Y under the 117
intended mapping. 118

In the general case, R is an external relation, so that”: 119

(i) There are no constraints on internal relations between elements in X and 120

elements in Y; 121

(i) There are no constraints on spatial and temporal relations elements in X and 122
clements in Y; 123

(iii) For any pairing of elements in X and Y such that xRy, each of x and y can 124
exist without the other. 125

Words, for example, don’t have to resemble or be located near what they 126
represent. They just have to be arrangeable into sentences that convey information 127
about physical states of affairs. Dots and lines on maps don’t have to resemble cities 128
and highways; they just have to be arrangeable on paper to reflect spatial 129
arrangements in the world. Properties (i)-(iii) are crucial to the practical point of 130
representation. We have a use for easily produced, portable proxies that allow us to 131
talk about things that don’t exist, or to exchange information when they are not 132
present. They are what provide the advantages of saying over showing. 133

Most of the time, when one is talking about representation, one assumes that X 134
and Y are disjoint, one assumes, that is to say, that the items doing the representing 135
don’t themselves fall into the scope of representation. But this assumption is not 136
necessary, and indeed it fails for some of the most important representational media. 137
It fails for thought; it fails for natural languages, and indeed for any medium with 138
unrestricted scope. And in the cases in which it does fail, as a direct consequence of 139
its failure, it is possible to construct representations that are about themselves. So, for 140
example, in the top right comer of my desk, I have inscribed; “The inscription in the 141
top right corner of Jenann’s desk contains 13 words.” And I might say (or think) as 142
the clock hands pass midnight on the eve of my 40th birthday “The first thought of 143

my 40th year will be a reflexive one.” ' 144
These inscriptions, utterances, or thoughts are of, or about, themselves in a purely 145
extensional sense. 146

But once we have a medium with tokenings of expressions that represent 147
themselves extensionally, we can extend it by introducing the expression [I] with the 148

? Some have argued that R is not a two-place relation between an element in a representational medium
and object, but a three-place relation with a suppressed contextual parameter. Perhaps, but this won’t affect
points here.

'% For simplicity, I'm treating thought here as a form of subvocalized utterance.
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rule that: an inscription/utterance/thought of the form [P(I)] is true just in case P is 149

true of it, i.e., the inscription/utterance/thought in which it is contained. 150
151

. 152Q4
PHD < >P ) - 153
154
155
156
. 157
Call this [I]-extended language L*. L contains sentences of the form 158
D [The sentence inscribed in the top right corner of Jenann's desk contains 14 159
words.] 160
E [E contains four words] 161
But it does not contain F 162
F [I contain four words.]" 163

For every sentence in L* that can be expressed using [I], there is a counterpart in 164
L with the same truth conditions, obtained by substituting a coreferential name or 165
definite description for the relevant occurrence of [1)."° In that sense, the expressive 166
power of L* doesn’t outrun that of L. 167

The difference between reflexive expressions and non-reflexive singular terms is 168
the generally licensed substitution of [I] for the sentence in which it is contained, a 169
substitution that requires no empirical knowledge and is licensed in any linguistic 170
context or context of use. Consider, by way of contrast, the non-reflexive singular 171
term that is the subject term in [The sentence inscribed in the top right corner of 172
Jenann’s desk contains 14 words]. Let’s call the singular term [The sentence 173
inscribed in the top right corner of Jenann’s desk], G and the sentence as a whole, D. 174
G, as I said, in fact refers to D, but the fact that the substitution of G for D is truth 175
preserving depends on empirical facts that aren’t generally available in the context of 176
use. Unless you happen to be in my office looking at my desk in good light, with 177
knowledge that it is my desk that you’re looking at, there are at least epistemically 178
possible worlds in which that substitution is invalid. And G can also occur in 179

"Trm making some choices here, assuming that the basic unit of self-representation is the sentence and
the basic form of the self-representational sentence is P(I), i.e., [I have property P]. We might instead have
taken the basic unit of self-representation as the singular term. In that case, we simply hold that reflexive
sentences of the form [I have property P| should be analyzed as [the sentence that contains this token has
property P]. Reasons for thinking the I of the individual thought is more basic than the token reflexive I
include reasons for thinking that thoughts as wholes are more basic units of reference than their parts. It
may be that the first personal [I] of the self-attribution (I believe that p,” *I think that q”) is more basic,
because it may be that the [I] only makes sense in the context of the reflexive consciousness. I believe that
this is the argument in Kant. See Longuenesse, B. “Kant’s ‘I think’ versus Descartes’ ‘I am a thing that
thinks™ (ms.) attributing arguments to this effect to Kant.

'2 Note that the I here is different from the first personal [I] of ordinary English, which refers to the person
who utters it, and also from the token-reflexive I of Reichenbach, which doesn’t refer to the sentence in
which it is contained, but only to the part of the sentence that it constitutes. See note __ below. See my
2006 for an account of the first-personal I.

'3 That will keep the truth conditions fixed, but change the truth-value in cases like ‘I contain five words’.
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linguistic contexts in which it doesn’t refer to the containing sentence, so the 180
substitution of the sentence on display in the context of use for G can’t be built into 181
the semantic rules that govern the use of G.'* For an example of an (epistemically) 182
possible world in which D is false, imagine the world in which I’ve inscribed in the 183
relevant place on my desk “Constructive Empiricism Rocks.” For an example of a 184
linguistic context in which G can occur but can’t be substituted for the sentence on 185
display, consider the sentence [The sentence inscribed in the top right comer of 186
Jenann’s desk contains three swear words]. And because of this, the inference from 187
[The inscription in the top right corner of Jenann's desk contains 14 words] to the 188
manifestly (or ‘inspectibly’) true [*“The inscription in the top right corner of Jenann’s 189
desk contains 14 words” contains 14 words] is not licensed by the semantic rules 190
governing the expression. Inspecting the inscription will not tell us it is true. In the 191
overwhelming majority of contexts in which D occurs, there will be epistemically 192
possible worlds in which it is false. And in the overwhelming majority of linguistic 193
contexts in which G occurs, the substitution of the sentence in which it is contained 194
is not truth preserving.'> These two features in conjunction are what distinguish [I] 195
from coextensive definite descriptions (including rigidified definite descriptions), on 196
the one hand, and names, on the other. Reflexive thoughts generate a new epistemic 197
category of truths, not necessary truths, or a priori truths, but contingent truths that 198
are known to be true by inspection; ‘truth by inspection’. [I] always, on any occasion 199
of use, in any linguistic context, refers to the thought, inscription, or utterance in 200
which it occurs.'® And that means the substitution of something that is guaranteed to 201
be exhibited or displayed in the context of use for any occurrence of [I]- namely, the 202
thought/utterance/or inscription itself —is a part of the fixed semantic profile of [I]. 203
It’s part of the rules governing the use of [I] that one is allowed to make that 204
substitution and judge for himself] as it were, whether what is asserted matches what 205
is being shown. !’ 206

It might be thought to share this latter feature with quotation. Quotation is a 207
mechanism for generating names for expressions by enclosing an expression in 208
special syntactic markers. The word cat becomes “cat,” dog becomes “dog,” C above 209
becomes “the sentence in the top right corner of Jenann’s desk contains 13 words,” 210
and so on. Because a quoted expression is syntactically a part of its name, it shares 211
with reflexive representation the feature that it displays an expression as a way of 212

' 1 assume a fixed interpretation, unless otherwise specified.
'> Another example; consider

D Sentence 23 is Jenann’s (single most) favorite sentence.

D* “Sentence 23 is Jenann’s (single most) favorite sentence™ is Jenann’s favorite sentence.

E The inscription in the top right corner of Jenann's desk is Jenann’s (single most) favorite sentence.

E* “The inscription in the top right corner of Jenanns desk is Jenann’s (single most) favorite

sentence” is Jenann’s favorite sentence.

If D and E are true, D* and E* are false (indeed, D and E are true iff D* and E* are false).
'® The individuation conditions for the referent depend on the individuation conditions for occurrences in
a sense that depends on the medium of representation. Inscriptions are treated as objects, and their
individuation conditions depend on spatial location. Utterances are treated as events and their
individuation conditions depend on when they are uttered and by whom. Thoughts, likewise, depend on

the identity of the thinker and time.
' An [I]-containing sentence presents itself as what is represented.
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representing it. The difference between quotation and reflexive representation is that 213
a quoted expression is represented when it is displayed, but not used. It functions as 214
a name for itself, but it does not refer to or assert anything when it is enclosed in 215
quotes. An [I]-containing sentence, by contrast, is simultaneously used and 216
displayed. This means that although one can construct a sentence that says 217
something about a sub-sentential component using quotes, one cannot construct a 218
sentence about itself using quotes. One can try, but the sentence will appear inside 219
quotation marks in the place of a singular term, leaving the predicative part of the 220
sentence outside quotes. The same will go for other media and larger units of 221
representation. A picture can’t contain a precise, accurate, non-reflexive reproduc- 222
tion of itself that reproduces it in full detail as a proper part. And an individual 223
consciousness can’t contain a precise, accurate, non-reflexive copy of its all of its 224
contents and still have room to represent anything else. 225

3 Epistemic and Semantic Implications 226

There are epistemic and semantic guarantees that follow from the validity of that 227

substitution that are unique to reflexive representation: 228
* Uses of [I] are guaranteed a referent, 229
* A competent user of [I] is guaranteed to be able to identify the referent de re. 230

+  Since an [I]-containing inscription (or utterance)'® presents itself for inspection at 231
the same time that, and with the very act in which, it represents itself as thus and 232
S0, it permits a direct comparison between what is said and what is shown. An 233
inscription of “T am written in red” or an utterance of “I am said in a booming 234
voice” is, if true, self-evidently so."’ 235

None of these things are true when representation proceeds by way of an 236
intermediary, because an intermediary can always exist without the existence of its 237
referent and need not share the properties of what it represents. They arise because 238
representation reduces to presentation in the reflexive case, and it inherits all of the 239
epistemic properties of presentation. 240

Let me caution, however, against the implication that because it comes with these 241
guarantees, reflexive representation is an especially good type of representation. On the 242
contrary, reflexive representation is a degenerate form of representation.”’ These 243
guarantees can’t be secured without undermining the practical point of representation. 244
In the ordinary case the link between a thought and its truthmaker is an external one,a 245
conventional association embodied in a model-theoretic mapping that imposes no 246
constraints on relations between the vehicle and subject matter of representation. ' 247

" "1l suppress the bracketed phrase for ease.

' Or, perhaps, self-evidently true to users that can, respectively, see and hear. Note that this doesn’t mean
that, except in special cases, they have to be true.

2 In mathematics, a special case of a relation in which arguments that are usually distinct coincide is said
to be degenerate. Degenerate cases are limiting cases in which a relation reduces to a different, usually
simpler class. So, for example, since the roots of an nth degree polynomial are usually distinct, the two
identical roots of the second-order polynomial make it a degenerate case.

21T use ‘subject matter,” following Perry, to mean ‘referential content,’, or non-reflexive truth conditions.
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The externality of that link is crucial to how representations are ordinarily used. It is
what allows us to agree on a simple, transportable proxy that can stand in for an object
when we want to talk about it, something that we can produce at will and that will let
us exchange information about the object when it is not present. A representation that
is inseparable from what it represents has none of the advantages of saying over
showing. If one had to display a thing in order to talk about it, arms would be strong
and conversation limited.

4 The Reference-Grounding Problem*

One way of bringing out what is special about reflexive representations is by seeing
them as an answer to a problem that emerged from a discussion that Putnam started
back in 1975 when he presented the original version the Model Theoretic Argument.
The argument spawned a massive literature. What the argument is and what it really
shows remain matters of ongoing controversy. But a revisionary version of the
argument due to David Lewis highlights a role that only a reflexive construction can
play grounding reference.”® Formal models usually assume the disjointness of X and
Y. Languages are treated as abstract objects interpreted by a model-theoretic
mapping from terms into elements in its domain. The argument proceeds as follows.
We start with a level of non-semantic fact W (for ‘world’) and a first-order language
L, that is used to represent how things are in W. To represent the relations between
L, and W, we introduce a richer language L, that has separate terms referring to
elements in each. The richer language provides a side-on perspective that allows us
to compare different ways of mapping L, into W. That can’t be done in L, itself,
because using L to pick out elements of W presupposes a mapping of Ly and W. If
we try to represent that mapping in L, we get the uninformative definition “A”
refers to A, “B” refers to B, and so on.>* L, likewise represents things in its domain
(which includes both Ly and W) but not its own relations to that domain. Those
relations, in their turn, are given in a richer language that has names for expressions of
L, as well as those in its domain. In this way, a hierarchy of increasingly rich
languages can be constructed, each interpreting languages below it in the hierarchy. °

Ly

L,

L, language

L()

W non-linguistic fact

2 What follows is an abridgment and clarification of some of what I said about the reflexive response to
the model-theoretic argument in Ismael 2007.

** Lewis 1983 and 1984.

** This is the Tarski definition of truth for Model-Theoretic languages. There are allied definitions for
reference. Tarski 1944,

Al languages above are assumed to be first-order. This hierarchy can be reproduced within a single
language if the language is not first order by equipping it resources for semantic ascent. Restricting the
presentation to first order languages highlights distinctions between semantic levels.
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This hierarchical picture is deeply entrenched and embodied in the model- 283
theoretic apparatus that is used to model representation of all kinds—Ilinguistic, 284
mental, pictorial, diagrammatic. The Model-theoretic Argument begins with the 285
assumption that if there is a language at the top of this hierarchy—a language that 286
doesn’t get its intended interpretation from a definition in yet another higher level 287
language—it must be thought. After all, there’s nothing outside of the head that 288
interprets our thoughts for us, and we ourselves don’t have a side-on view of the 289
relations between thought and the world. Putnam argued us that unless we can fix 290
the intended interpretation of the mental symbols that encode our theory of the world 291
before we try to use the symbols to state the theory, the only way to come up witha 292
theory that will be constrained enough to be false is by making it logically 293
inconsistent or incompatible with the world’s cardinality. The reason is that we’ll be 294
simultaneously asserting the theory and using it to pick out its intended interpretation— 295
effectively saying ‘here is my theory, and the intended interpretation of the language is 296
one that makes it come out true.” And since there will always be at least one an 297
interpretation that makes in come out true (barring inconsistency or cardinality 298
mistakes), it won’t be false.*® 299

The claim that we have to simultaneously use the theory to implicitly define its 300
own interpretation is based on the claim that the mind has no other way of 301

identifying an intended interpretation, because, as Putnam says. 302
“The mind never compares an image or word with an object, but only with 304
other images, words, beliefs, judgments, etc.... On any theory, when the child 305
learns the use of the word ‘table’, what happens is that the word is linked in 306

certain complex ways (“associations’) to certain mental phcnomcna”27

408

If one could identify the intended interpretation by pairing words up directly with 309
what they represent, one could say that the intended interpretation is the one that 310
assigns ‘dog’ to [putting in here not an image or word or other form of 311
representation of a dog, but a dog itself].” Thoughts like this—Ilike thoughts in an 312
interpreted metalanguage—would bridge the gap between thoughts and things. But 313
without a direct comparison, and without the side-on view provided by an 314
interpreted metalanguage, no attempt to ground reference for one’s own ideas from 315
an internal perspective by framing thoughts of the form “‘dog’ refers to dogs™ will 316
have any success. Let us say a representational system is closed just in case it hasno 317
representationally unmediated access to the domain of representation. And let us say 318
reference is grounded just in case there is some way of establishing relations 319
between its terms and elements in the domain of representation. This line of 320
argument suggests that there is no way for a closed representational system to 321
ground the reference of its own terms. Putnam is not denying that we possess quite 322
elaborate theories—theories of mind and theories of reference—that represent the 323
relations between thoughts and things, but if Putnam is right, the interpretation of 324
those theories is determined by the fact the very facts that they are meant to convey. 325

26 perhaps this is better put in negative terms, since there may be many different interpretations that make
it come out true. We should say, without an independent way of identifying the intended interpretation, it
will not come out false. The burden is really on the opposition to show how interpretation can be
sufficiently constrained to allow it to come out false.
27

Putnam 1983, viii.
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The attempt to represent how our ideas relate to reality is like an attempt to tell 326
ourselves what our words mean using our very own words. It is at best a way of 327
organizing the internal space of representations; it might constrain relations among 328
ideas, but it won’t tell us how the whole body of internal representation is related to 329
anything external. 330

This is a modern way of putting the old and familiar complaint that the mind is 331
trapped in the circle of representation, able to link representations with one another 332
but unable to break out of the circle and connect any representation directly with a 333
thing itself. It is a worry about whether any constrained, informative internal 334
representation of the relation between thought and the world can be formed based on 335
the claim that the interpretation of any such representation is going to depend on (be 336
determined by) the very relation it is trying to depict. This is obvious for definitions 337
of the form “dog” means dog, where we are using the very same expression on the 338
left and right. It is less obvious, but still true, on Putnam’s view, of apparently 339
substantive theories of mind and reference, so long as those theories are part of our 340
theory of the world, and the intended interpretation of our total theory of the world is 341
whichever one makes it true. The argument for this is what came to be called the 342
‘just more theory’ response, which was deployed most famously against those who 343
proposed a causal theory of representation. One proposes a substantive theory of 344
representation; X represents y just in case x bears an certain relation C(x,y) to'y. The 345
problem with this is that this attempt to fix the meaning of ‘C(x,y)’ suffers the same 346
fate as the rest of the theory. Without independent constraints on the interpretation of 347
the vocabulary used to state the theory, one ends up simultancously asserting the 348
theory and using it to implicitly define its own interpretation, and ‘C (x,y)’ will end 349
up referring to that relation, whatever it is, that makes the theory true, and no 350
progress has been made. The same objection will work against any theory of 351
representation that requires interpreted vocabulary to state, so long as that 352
interpretation consists of a mapping between internal and external elements. 353

An analogy can be used to convey the difficulty. Suppose Ann wants to paint an 354
abstract or symbolic portrait of a family, one that represents members of the family 355
but doesn’t resemble them in the standard way. She seats them in front of her and 356
produces a framed portrait containing a striped circle, a lopsided oval, a tiny star, and 357
a triangle. The relation between the shaped blotches of paint and the people seated in 358
front of the canvas isn’t itself depicted in the portrait. That’s an external relationship 359
between the canvas and the seated group. It would be easy for Ann to convey her 360
representational intent to an onlooker with whom she shares a side-on visual 361
perspective on the canvas and its subjects. But what about someone who could only 362
see what was inside the frame, is there some way for Ann to convey her 363
representational intent to such a viewer? On Putnam’s view, that is the situation 364
the mind is in, trapped within the frame, without a side-on view of its own relation to 365
the world.”® 366

Ann could paint another picture, a meta-painting, perhaps making use of the 367
original by embedding it in a larger frame in which it appears as a painting, painting 368

= Except that Putnam wants to eliminate the analogue of a painter outside the frame whose
representational intent determines the interpretation of thought. That is the point of his repeated insistence
that “we interpret our languages or nothing does.” Ibid., p. xii.
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a new image of the family in front of it and maybe drawing arrows from shapes on 369
the embedded painting to images in front. Whether she employs a new 370
representational scheme in the meta-painting, or the same representational scheme 371
as the old, the same questions that arose original elements would arise about her 372
pictorial depiction in the larger frame. She can go on, embedding the new picture in 373
a larger frame and drawing arrows to depict its relationship to its intended subject 374
matter, and so on... reproducing in pictorial form the ascending hierarchy of 375
languages from above. But at no stage will she manage to paint something inside the 376
canvas that will ground the representational intent of the whole hierarchy by 377
connecting one of the symbols inside the frame to a real bit of breathing flesh. And 378
this suggests that any representation of the relations between mind and world is 379
going to be ungrounded from an internal perspective unless one can establish some 380
direct, representationally unmediated connections between mental representations 381
and what they represent. 382

Discussion of the Model-Theoretic Argument in the literature has tended to focus 383
on the question of what determines interpretation, and the most influential responses 384
have rejected Putnam’s insistence that “we determine interpretation or nothing does,” 385
holding that the facts that determine the what our ideas and internal representations 386
represent are (partly) external to the mind. So, for example, causal theorists hold that 387
it is the web of causal relations between ideas and the environment that ground the 388
interpretation of ideas, not the fact that we have beliefs in our belief boxes of the 389
form “x represents y just in case C(x,y).” David Lewis holds that there are divisions 390
built into nature that constrain which mappings are candidates for an intended 391
interpretation. But this leaves entirely open the question of whether interpretation is 392
internally grounded. One can hold that the facts that determine reference are external 393
to the mind and still raise the question of whether we have any constrained mental 394
grasp of the facts that determine interpretation. Is it true, as the argument suggests, 395
that the mind (or any closed representational system) is confined to the quite 396
precisely uninformative mental equivalent of thoughts of the form [‘dog’ refers to 397
dogs], [‘snow is white’ is true iff snow is white], and so on in any attempt to grasp 398
what ideas represent? 399

5 Reflexivity and Reference-Grounding 400

Putnam was certainly right that ascending semantically is an ineffective way of 401
grounding a representation of the relationship between mind and world, because the 402
interpretation of the representation would depend on the very facts it was supposed 403
to represent.”” Is there another way for a closed representational system to provide 404
an internal grounding for the terms that it employs to represent? Yes, a closed 405
representational system employing medium that includes elements like the reflexive 406
[I] above can ground the interpretation of at least some ideas by linking them in 407
reflexive thoughts with internal representations themselves. Reflexive thoughts, 408
utterances, or inscriptions allow the mind to associate elements in an interconnected 409

2 Precisely because “*Dog’ refers to dogs™ is true no matter how ‘dog’ is interpreted, believing “*dog’
refers to dogs™ doesn’t tell us anything about how “dog’” is to be interpreted.
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hierarchy of mental representation with objects or events that are connected in the 410
domain of representation, items that have a place among the non-linguistic furniture 411
of the world. The semantic rule that defines the use of [I] when it was introduced 412
above allows us to move from content of an inscription, utterance, or thought, 413
conceived as an internal mental act, to the inscription, utterance, or act itself. 414
Reflexive thoughts thus serve as semantic anchors constraining relations between the 415
whole web of ideas to the domain of representation. Enough semantic anchors in the 416
right setting can in principle determine a unique interpretation. [I] provides a 417
counterpart of semantic ascent, allowing passage between semantic levels in the 418
downward direction. Where devices like quotation allow a system to pass from a 419
representation into a representation of a representation, reflexive terms allow a 420
system to pass from a representation to what it represents. A thought of the form [Toccur 421
at t], for example, links the temporal term [t] with an event, rather than just a 422
representation of an event. A thought of the form [I belong to the person who is spilling 423
sugar all over the floor] associates the description [a thought belonging to the person 424
spilling sugar all over the floor] with a thought rather than a representation of a thought. 425
All acts of self-location and self-identification have a reflexive content, and the 426
reflexive content anchors or grounds the interpretation of the non-reflexive 427
content. Relating this back to Perry’s account of reflexive content, reflexive 428
content on Perry’s account relates the subject matter of a sentence (its 429
referential content) to the utterance itself. We see here now what that means, 430
and we see the semantic importance of the links reflexive contents establish 431
between referential content and non-linguistic reality. 432

But what about the ‘just more theory” objection? Couldn’t the argument be run 433
against the proposal here? How does one know what [I] means? No. The challenge 434
presented by the MTA is a worry about whether the mind could place constraints on 435
the relation between internal representations and external things, i.e., about any inner 436
act of intending could reach outside the mind and hook the word ‘dog’ up with the 437
furry four-legged creatures we know by that name. The rule of use for [I] doesn’t 438
require any leaping outside the head. There is no ‘meaning’ to know here that 439
requires one to fix a relation to an element in the external domain. [I] adds a new 440
rule of transition that places constraints on interpretation that entirely concern 441
relations between internal elements. That’s the genius of it. 442

6 Why the Suspicion of Reflexivity? 443

So why the suspicion of reflexive thought? One might speculate that there are 444
several reasons. 445

+ They don’t conform well to a Fregean model of thought, and more generally, 446
philosophy is too entrenched in the representationalism that leads us to expect 447
that every component of thought should have the job of standing for something. 448
A more pragmatic approach to semantics—one that focuses on what the parts of 449
a thought do rather than what they represent—will be better equipped to 450
recognize how devices like [I] function semantically. 451

+ The popularity of perceptual models for cognition suggests reflexive thought is 452
impossible. So we get, for instance, strained metaphors like the Wittgensteinian 453
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analogy of the seeing eye that falls always outside the field of vision, the Rylean 454
metaphor mentioned earlier of the reaching arm forever out of reach, the camera 455
futilely trying to capture itself in its field of vision, the sentence trying to quote 456
itself and always falling partly outside the scope of the quotation marks, and so 457

on. 458
+ Visual representations like the Escher drawing above suggest that there is some 459
trick or ambiguity that is illegitimately exploited. 460
* The most serious, and the one that hasn’t been addressed yet, is worries about 461
paradox. 462

With the exception of Descartes’ “Cogito ergo sum,” probably the most famous 463
reflexive sentence, at least among philosophers, is Godel’s “T [i.e., this sentence] is 464
false.” The question of whether adding [I] to a medium generates inconsistency needs to 465
be addressed. The introduction of [I] is a conservative extension. It only makes explicita 466
potential for paradox that arises when you add semantic predicates—"is true’ or ‘refers 467
to’—are added to a language and allowed to apply to its own expressions. One doesn’t 468
need reflexivity to generate paradoxes, only a truth predicate that applies to utterances, 469
thoughts, or inscriptions in which it occurs. Although they’re frequently paraphrased 470
using reflexive expressions, the sentences Godel uses in his Incompleteness proof donot 471
contain reflexive expressions.>® They use numbers assigned as names to the sentences 472
in which they occur by a Godel numbering. They don’t have the form [I am false], but 473
[n is false] where [n] is a singular term with a fixed semantic value. Kripke showed 474
how to generate paradoxes with attenuated semantic loops without any appearance of 475
reflexivity.’' Even the original Cretan—the reported source of the liar paradox—didn’t 476
use reflexive expressions. He just claimed that all Cretans are liars. So adding reflexive 477
expressions to a language is not necessary for generating paradox. Nor is it sufficient. 478
One can avoid paradox even where there are reflexive thoughts by avoiding talk of 479
truth or by restricting the extension of semantic predicates so that they don’t apply to 480
the sentences in which they occur. 481

There are many positions one could take about how [I] introduced by the simple 482
rule relates to the token-reflexive that Reichenbach introduced in 1947 and other 483
indexicals.*> My inclination is to think the most basic is the generic ‘this very’ that 484
combines with concepts (this very thought, this very utterance, this very day, this 485
very place...) to yield reference. Indexicals like [today], [here], [now] are easily 486
analyzed in this way. I'm also inclined (with less assurance) to think that the [ of the 487
individual thought is more basic than the token-reflexive, in the sense that it is the 488
minimal unit of self-reference. But in all cases, we only have the idea ‘this very X* 489
when we have the idea of an X. So, for example, the child that has the idea of place, 490
but not yet a clear and distinct conception of thought, can have the idea of ‘this very 491
place,” but not ‘this very thought.’ 492

There’s a connection with Descartes that is worth pointing out here. The inference 493
from “T think” to “T am” in the cogito argument is legitimate so long as the “I"" of the 494
cogito is the reflexive [I] of the individual thought. The only thing whose existence 495

39 The proof is given in a first-order language without an analogue of [I].

*!'So, for example, Alice thinks that Bob is thinking something true Bob thinks that Alice is thinking
something false, so that what Alice is thinking is true iff ' what it is false

32 Reichenbach 1947, 284 ff. For criticism of the token-reflexive theory, see Smith 1986 and 1987.
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is inferred on this reconstruction is the thought itself. And this would accord with 496
Descartes’ insistence that in asking what the self is he is asking “what is this I whose =~ 497
existence is made known to me in the very act of trying to deny that it exists?” The 498
substantive step in the argument comes, on this reading, not in inference to the 499
existence of the self, but in bridging the gap between the “I” of the individual 500
thought and the “I"” of the extended consciousness, for this latter bridges multiple 501
thoughts.* 502

7 Level-Shifting and Tangled Hierarchies 503

What is special about reflexive representations can be explicitly stated now. 504
They cross semantic levels. They provide linguistically licensed opportunities to 505
pass between semantic levels in the downward direction.** A thought of the form 506
[P(I)] takes us from the representational content of the thought to the thinking 507
event itself, which is connected in space and time, and has a place in the causal 508
fabric of the universe. [I]-containing thoughts have a sort of semantic ambiguity 509
that is exploited to let us pass from the space of words to the domain of things, and 510
back again. There is a very famous illegitimate shift between representational 511
levels is the Escher picture Drawing Hands that has a disorienting effect on the 512
viewer. 513

513

*3 Anscombe also suggests this reading and argues that the argument founders on its inability to bridge the
ap between the I of the individual thought, and the extended “T” of the first person.

‘A thought of “T occur at t” associates the temporal term t with an event, rather than just a representation
of an event. A thought of “T am the sort of image, smell, sound, or touch causally associated with such and
such™ associates the description “the sort of image, smell, sound or touch causally associated with such
and such™ with an image, smell, sound or touch, rather than a representation of one. It has been argued—I
would so argue—that getting the logic of experience right requires attributing experiences this sort of
reflexive content.
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Here there is the level of the picture and the level of reality that it represents, and 516
an unlicensed shift between representational levels that creates an impossible 517
situation. Reflexive expressions provide perfectly legitimate, linguistically licensed 518
versions of this sort of shift. Another example of a legitimate shift that formally has 519
the same structure as a reflexive utterance, and which does better in some respects as 520
a model for a reflexive consciousness, is that of a map with a red dot. In 521
representational terms, the red dot represents the map in which it is contained. In 522
terms of the rules that govern inference and substitution for map symbols, there is a 523
linguistic shift down a representational level, from the red dot in the representational 524
space of the map to the map itself. And just as in the case of the reflexive sentence, 525
this association between an item in a representational space and an object rooted in 526
physical landscape does what the version of the Model-Theoretic argument above 527
suggested was impossible, creating a semantic bridge between the representational 528
content of the map and the physical landscape in which the map is situated. To 529
generalize this example to something that might begin to provide a model for the 530
reflexive consciousness, the featureless red dot needs to be replaced with an internal 531
image that represents not only the location of the map, but its shape and size. A 532
reflexive mapping into the image will, then, ground representations of spatial 533
distance and orientation. And if the internal image also represents the distribution of 534
colors over the map’s surface, a reflexive mapping will ground representations of 535
those colors. A colored map equipped with an internal self-image drawn to scale 536
equipped with a reflexive mapping will tell the viewer what represents distances and 537
colors in the representational scheme of the map by presenting her with instances of 538
spatial relations and colors, and mapping them onto properties and relations in the 539
internal self-image. If the map is one foot long from top corner to top corner and a 540
viewer wants to know what represents one foot in the representational scheme of the 541
map, she checks how long the internal self-image of the map is, corner to corner. If 542
the map has a red patch on the left side and a green patch on the right and a viewer 543
wants to know what represents red and green in the representational scheme of the 544
map, she checks how those patches are represented in the internal self-image.”® And 545
once she has grounded representations of red and green, she has grounded 546
representations of any properties that can be identified by their relations to red and 547
green. 548

This strategy for the interpretation of descriptive vocabulary is effectively the 549
same as it is for spatial vocabulary. Once one has grounded reference of some 550
location terms, she can use these to ground reference to others by setting up a system 551
of coordinates that implicitly relates other points to those whose reference is 552
grounded. And likewise, once one has grounded the reference of some property 553
terms she can use these to ground reference to others by using them as points of 554
reference with respect to which the others can be located. The strategy, applied to a 555
medium with more qualitative richness, will provide one with a correspondingly 556
richer basis of grounded property representations, and these in their turn can serve as 557
the basis for identification of a wider circle of properties. I have argued elsewhere 558

33 Note, that the map needn’t be the identity. We might just as well let green represent red and red
represent green. Or we might use numbers to represent them. Any one-one functions will do.
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that experience is best thought of in these terms, as having a reflexive content that 559
relates the properties it exemplifies to its subject matter. Others have held similar 560

views. The status of experience is a complex and hotly contested subject, and an 561
36

explicit account of the nature of reflexive content is needed to assess such views. 562
The account of reflexivity given here can be put to service in that capacity. 563
8 Conclusion 564

There are good reasons that reflexivity has been the source of contention in 565
philosophical circles. Reflexive expressions don’t conform to our ordinary models of 566
representation and without a good understanding of their structure, their seemingly 567
magical properties rightly make them a source of suspicion. The mystery is dispelled 568
by providing an explicit semantic characterization of reflexive thought that explains 569
and underwrites some of their very special properties. 570
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