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Themost immediately salient asymmetry in our experience of theworld is the
asymmetry of causation. In the last few decades, two developments have shed
new light on the asymmetry of causation: clarity in the foundations of statisti-
cal mechanics, and the development of the interventionist conception of
causation. In this paper, we ask what is the status of the causal arrow, assum-
ing a thermodynamic gradient and the interventionist account of causation?
We find that there is an objective asymmetry rooted in the thermodynamic
gradient that underwrites the causal asymmetry: along a thermodynamic gra-
dient, interventionist causal pathways—scaffolded intervention-supporting
probabilistic relationships between variables—will propagate influence into
the future, but not into the past. The reason is that the present macrostate of
the world, in the presence of a low entropy boundary condition, will screen
off probabilistic correlations to the past. The asymmetry, however, emerges
only under the macroscopic coarse-graining and that raises the question of
whether the arrow is simply an artefact of the macroscopic lenses through
which we see the world. The question is sharpened and an answer proposed.
1. Introduction
Before Newton, it was largely assumed that causation was a paradigm example
of an objective worldly relation. Early science treated it as the fundamental
ordering relation of the world. The discussion of causation in physics began
with a 1903 paper by Bertrand Russell in which he observed that physics in
its modern, mathematical form did not incorporate anything at the fundamen-
tal level that looked like causation. He argued that the successor to causal
notions were time-symmetric laws of temporal evolution and proposed that
we eliminate talk of causation in scientific contexts in favour of those [1]. Rus-
sell’s position turned out to be infeasible for a cluster of reasons, but it did raise
the question of where the asymmetry comes from given the time symmetry of
the underlying dynamics. The asymmetry of causation is arguably the most
important of a cluster of temporal asymmetries that characterize our experience
of the world. In the last few decades, two developments have shed light on the
asymmetry of causation: (i) the introduction of the interventionist analysis of
causation and (ii) increasing clarity in the foundations of statistical mechanics.
Recent work taking advantage of those developments, however, raised ques-
tions about whether (and in what sense) the asymmetry might be
perspectival (see [2–7] and especially [8]).

This paper is an attempt to attain clarity on the issue. We ask what precisely
is the status of the causal arrow, assuming a thermodynamic gradient and the
interventionist account of causation? We find that there is a perfectly objective
asymmetry rooted in the thermodynamic gradient that underwrites the
causal asymmetry. Along a thermodynamic gradient, interventionist causal
pathways—i.e. scaffolded intervention-supporting probabilistic relationships
between variables—will propagate influence into the future, but not into the
past. The reason (we will see) is that the present macrostate of the world will
screen off probabilistic correlations to the past, in the presence of a low entropy
boundary condition. That observation connects the causal asymmetry directly to
the asymmetric boundary condition that generates the thermodynamic arrow.

http://crossmark.crossref.org/dialog/?doi=10.1098/rsfs.2022.0081&domain=pdf&date_stamp=2023-04-14
mailto:jismael1@jhu.edu
http://orcid.org/
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The asymmetry, however, emerges only under the macro-
scopic coarse-graining. We assess whether (and in what
sense) that relativization makes the causal arrow perspectival.
 lsocietypublishing.org/journal/rsfs
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2. Causation
Whywas Russell not right?What does causal language add to
mere descriptions of patterns of correlations? And why do we
need that information? Consider the example of smoking:
there is a correlation between smoking and getting cancer.
There is also a correlation between having smoker’s breath
and getting cancer. Quitting smoking, however, is a good
way to reduce the risk of cancer but treating bad breath is
not. Why? Because smoking is a cause of cancer, having bad
breath is not. Capturing that difference—the difference
between information and influence, i.e. between correlations
that allow one event to carry information about another and
correlations that allow one event to (be used to) influence
another—is what causal information is for. What causal
language adds to patterns of correlations is information
about the routes by which influence travels. We need that
information so that we know how to intervene in the orderly
flow of events strategically. For creatures like us—creatures
who do not merely observe but intervene, and who want to
know how their interventions will affect what happens—
causal knowledge is indispensable. NancyCartwright pointed
this out in an influential response to Russell in 1979 [9]. In phil-
osophy, interest turned to analyses of causal notions. People
tried to reduce causal information to special patterns of corre-
lation; counterfactual accounts became popular but got
bogged down in trying to produce a semantics for counterfac-
tuals. There was some confusion about whether we were
trying to capture people’s pre-theoretic intuitions about causa-
tion or give an account that one could relate to the parts of
science that are actively involved in the causal search. The
issue remained unresolved.

It re-emerged in connection with the foundations of ther-
modynamics and attention to the physical underpinnings of
temporal asymmetries, but without a clear (and precise)
analysis of causal notions, it was difficult for the discussion
to get traction.

Everything changed with the introduction of intervention-
ism. Interventionism, which was introduced independently
by Pearl [10] and Glymour, Spirtes and Scheines [11] and
developed philosophically by Woodward [13],1 provides an
elegant formal framework that captures the idea that underlies
the search for causes across all sciences. The heart of interven-
tionism is the idea that A is a cause of B if and only if it there are
circumstances in which it is possible to manipulate B by inter-
vening on A.2 An intervention is an idealized, unconfounded
experimental manipulation intended to cut ties between
the manipulated variable and other past causes, so that any
remaining correlations can be assigned to the manipulated
variable. Interventionism provides a precise understanding
of what causal knowledge added to probabilities, the kinds
of data that are used to establish causal relationships and the
patterns of reasoning those relationships support, grounded
in experimental practice. It also provides a formal calculus,
analogous to the probability calculus, for representing and
reasoning about causal relationships.3

Even though scientific knowledge is naturally conveyed
and conceived in causal terms, there had long been a bias
in terms of presenting it formally in statistical or probabilistic
terms. The idea was that causal talk was heuristic and the fac-
tual content was conveyed by statistics. Interventionism
removed any basis for that bias.
3. Statistical mechanics
There has been a question about the sources of temporal
asymmetry in the world since the time symmetry of the
classical dynamical laws raised questions about the source
of the asymmetry captured in the second law of thermodyn-
amics. A century and a half of work on the foundations of
statistical mechanics showed how to recover the emergent
dynamical asymmetries even though the underlying laws
are temporally symmetric.

The Boltzmannian account of statistical mechanics given
by David Albert in Time and chance [18] is an exceptionally
clear and careful conceptual articulation of those foun-
dations.4 The account assumes three things:

(1) The classical dynamical laws: these are just the familiar
Newtonian laws of motion.

(2) The statistical postulate: this is the central postulate
of statistical mechanics; it is the standard Lebesgue
measure over phase space that gives the probability
that a system in a given macrostate is in one or another
of the microstates compatible with that macrostate (or,
more precisely, is in some subvolume of the volume of
the phase space associated with that macrostate).

(3) The past hypothesis: this is a boundary condition in the
distant past, most often framed as the hypothesis that
the universe was once in a state of very low entropy.

These works together to produce thermodynamic gener-
alizations into both the future and the past as follows. The
dynamical laws delimit a set of physically possible worlds.
The statistical postulate imposes a probability distribution
over those worlds that heavily favours worlds on entropy-
increasing trajectories.5 The past hypothesis eliminates all
worlds except those that were in a very low entropy state at
some time in the distant past. The result is a history for our
world that is overwhelmingly likely to be increasing in
entropy. Of the three principles, (1) and (2) are symmetric
in time. The Newtonian mechanical laws are symmetric
under temporal reflection: for any physically possible trajec-
tory of a closed system that leads from A to B, the reversal
of that trajectory (obtained by reversing the positions and
momenta) is also physically possible. The probability distri-
bution is time independent. The asymmetry is embodied
entirely in (3) which imposes an asymmetric boundary
condition at only one end of time.

There are disputes about various elements of Albert’s
account. I will rely on it here but if it is not your preferred
account of the foundations of statistical mechanics, you can
substitute your own. Any account of the foundations of
statistical mechanics that is successful at generating thermo-
dynamic generalizations will underwrite the asymmetry of
records. It is useful to see how it works on Albert’s account,
but whatever logic you use to derive the asymmetry of
records from your own postulates, reversing that logic
should allow you to derive the causal asymmetry in the
form described below.
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4. Asymmetries of knowledge
The project of trying to characterize temporal asymmetries in
our experience and ground them in the thermodynamic gra-
dient goes back to Reichenbach. It passes through Paul
Horwich and Huw Price and gets developed with Albert.6

There are two asymmetries: one epistemic and one practical.
The epistemic asymmetry is about trying to capture the sense
in which we know more about the past than the future. The
practical asymmetry is about trying to capture the sense in
which we can affect the future but not the past.

Albert’s account of the epistemic asymmetry proceeds as
follows: we start with an agent that has perceptual access to
the present surveyable macrostate of its environment and
then we use statistical mechanics to see what the agent can
infer from that information.7 So we take the microcanonical
probability distribution over that macrostate and evolve it
forward and backward, conditionalizing on the low entropy
past.8 The resulting probability distribution will leave the
agent with a lot of specific detailed information about the
macroscopic past, but very little about the future [18,23].
The reason is that conditionalizing the present macrostate
of the world on a past hypothesis will allow the agent to
infer (with overwhelmingly high probability) that all of the
semi-ordered states of approximately isolated subsystems in
its environment are evolving from even more ordered states,
and that will turn them effectively into records of their
past. So, for example, consider a half-mixed cup of coffee or
a footprint in the sand, or indeed, any semi-ordered macro-
state of an approximately adiabatically isolated subsystem
of the environment. If we take the macrostate, apply the prob-
ability postulate and evolve it forward, we can infer with
overwhelming probability that it is heading towards a state
of higher entropy (cream will be more mixed, footprints
will fade). If we evolve the same distribution backward with-
out conditionalizing on the past hypothesis, since the
dynamical laws are time-symmetric, we get the same thing
in that direction: it is overwhelmingly likely to be coming
from a state of higher entropy. But if we conditionalize on a
lower entropy state in the past, everything is different. We
consider only those trajectories coming from states of lower
entropy: so we can infer that half-mixed cream was less
mixed and footprints more pronounced. And if we trace
those trajectories back to the even that initially produced
the ordered state, we find that half-mixed cream is a record
of the introduction of a drop, a footprint is a record of a
footstep and a scar on a tree is a record of a past injury.

What about the practical asymmetry, i.e. the idea that
affects the future but not the past? The contours follow what
we said about records. We take the same ingredients and ask
how changes in the world of the kind that agents like us can
bring about propagate into the past and future.9 So, an agent
asks: what will happen if I walk across a sandy beach, dig a
hole, bury some nuts or manipulate a local feature of the
environment? What will happen, that is to say, if I do some
work to create an ordered state in the environment? To
answer the questionwe take the present surveyablemacrostate
of the world, apply the probability postulate to get a distri-
bution over microstates compatible with that, evolve it
forward using the dynamical laws and backward, conditiona-
lizing on the past hypothesis. What we find is that agents that
are perceptually coupled to theworldmacroscopically will see
the effects run into the future, leaving the past untouched. So,
for example, if I walk across a sandy beach, there will be foot-
prints until the tide washes them away. If I dig a ditch or build
a house, I am working in more durable materials, but doing
the same thing: creating an ordered state in the environment
that will take some time to decay. The asymmetry of records
and the asymmetry of effects are flip sides of one another.
What you think of as the effects of your actions are just the
future records of their occurrence. An intelligent agent uses
her interventions strategically to create records of her actions
that she will encounter later.

Looking at the logic of this clarifies why interventions
leave the past untouched: conditionalizing on the past hypoth-
esis fixes every feature of the past of which there is a
macroscopic record. Any feature of the past of which there is
even the possibility of a macroscopic record is going to be
insensitive to local macroscopic interventions in the here and
now. That means that once we conditionalize the present
macrostate on the past hypothesis, there will not (with
overwhelming probability) be any reliable, emergent probabil-
istic correlations to past events.10 Putting these pieces together,
then, will provide (the schema of) an explanation of why crea-
tures like us, who view the world through macroscopic lenses,
see the effects of our own actions as running into the future.

So far, we have not explicitly said anything about causa-
tion. We assumed the laws, probability postulate and past
hypothesis, and we have said what kind of information an
agent with perceptual access to the macrostate of her environ-
ment has available to her about the past and future and what
sorts of expectations she could form about the results of her
own actions. A quick route to the asymmetry of causation
would say that that is all there is to the causal asymmetry,
but that leaves too many questions unanswered.

We want to know what is there on the side of the agent:
what concepts does she bring to bear on her experience?
How are causal concepts embedded in the network of con-
cepts that she brings? What inferential connections do they
bear on other concepts and how are they wrapped up in
her practical and epistemic exchanges with the world? We
also want to know what there is on the side of the world:
what is the external infrastructure in the environment that
supports the application of those concepts? Since the agent
is herself part of the physical world, we can make the
whole unit—agent + environment, or better, agent embedded
in environment—the unit of physical analysis. The interven-
tionist account gives us an account of causation that
does not make any essential reference to the perspective of
the agent. We use the framework to get a clear diagnosis of
whether there is an asymmetry that can be identified prior
to the introduction of agents.
5. Interventionist causation
According to interventionism, given a network of variables
and a set of constraints, a variable A is causally related to B
(relative to that network and under those constraints) just
in case interventions on A (surgical changes in the value of
A) affect (or affect the probability of) B. Below we have a net-
work of variables. We want to know if A is a cause of B, so
we intervene on A and see if that affects (the value or the
probability of values of) B (figure 1).

There is no restriction to macrovariables, so the A’s and
B’s here can be anything. The framework is temporally
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Figure 1. Causal graph.
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symmetric. Normally, we are looking for causal effects in the
future, so we define interventions in a temporally asymmetric
way (interventions are surgical changes in the value of a vari-
able that cut ties with other potential causes in the past) and
look for causal effects on temporally downstream variables. If
we want to know whether taking aspirin relieves headaches,
we ordinarily fix the environmental constraints that define
the experimental set up together with the broad surveyable
macrostate of the world and the past hypothesis. There is
nothing in the interventionist framework, however, that
forces us to think that way. We could just as easily take a net-
work of variables, choose a variable A, surgically cut ties
with temporally upstream variables, and ask whether inter-
ventions on A will affect (the probability of) values of
variables in the temporal past.

Pearl discusses the asymmetry in his 2000 book [28]. In his
view, the directionality comes entirely from the choice of what
to treat as exogenous and what to treat as endogenous. One
carves off a piece of the world, and thinks of oneself as reach-
ing in, setting the values of certain variables and observing the
effects on the others. The variables whose values are set by
processes outside the network are exogenous and the others
are endogenous. This is what he says:
[The] choice of [endogenous and exogenous variables] creates
asymmetry in the way we look at things, and it is this asymmetry
that permits us to talk about ‘outside intervention’, hence, caus-
ality and cause-effect directionality
We tend to choose exogenous variables earlier than endogen-
ous variables because questions about how later states vary
with differences in early ones have a special importance for
purposes of guiding action. Formally, however, there is no
problem choosing exogenous variables later than endo-
genous ones. We can raise questions about the effects of
variation in future states on the past as surely as we can
about the effects of past states on the future. Such questions
are logically well behaved.
‘The lesson’, he says ‘Is that it is the way we carve up the universe
that determines the directionality we associate with cause and
effect. Such carving is tacitly assumed in every scientific investi-
gation. In artificial intelligence it was called circumscription, by
McCarthy. In economics, circumscription amounts to deciding
which variables are deemed endogenous and which ones
exogenous, IN the model or EXTERNAL to the model’ [28,
p. 420].
On this view, there is no intrinsic direction of dependence in
the relations among events. The world itself has a modal sub-
structure (given by time-symmetric laws) that furnishes a
basis for judgements about what would happen in hypo-
thetical situations defined by a choice of exogenous and
endogenous variables (given specified constraints). The direc-
tion of dependence is determined by the choice of exogenous
and endogenous variables. Those are in their turn defined by
the practical interests of the experimenter. We are temporally
oriented agents, so we tend to hold the past fixed and look for
causal effects downstream, when we are deliberating, but
there is no intrinsic asymmetry in the relations among
events themselves.11

That is not quite incorrect, but it is incomplete in a way that
is misleading. Filling out the picture will give us a deeper and
more explicit understanding of the relationship between the
asymmetry of agency and the asymmetry of causation. A pre-
view: it is going to turn out that there is not a local asymmetry
in the relationships among events, but there is an asymmetry
in the macroscopic pattern of events along a thermodynamic
gradient that agency emerges to exploit. So the explanation
goes from the existence of the macroscopic asymmetry to the
emergence of agents. And the reason that we see through
macroscopic lenses has to do with the way that asymmetry
supports information-gathering and utilization.

Return to what was said earlier. We saw that the classical
laws, past hypothesis and microcanonical probability distri-
bution will underwrite causal relationships that run from
past to future. What if we asked the time reversed question?
So we fix the broad surveyable macrostate of the world. We
reach into a network, get a hold of some variable, cut ties
with variables in the future, and ask what happens to earlier
variables if we wiggle later variables. Will there be any prob-
abilistic effect on variables in its past? So long as we fix the
low entropy past, the answer will be no. The present survey-
able macrostate together with the low entropy past will fix
every past event about which there is a macroscopic record
and that will screen off any potential probabilistic effects
running into the past.

From a statistical mechanical point of view what is going
on is that, if we understand causal relationships interventio-
nistically, the past hypothesis is among the constraints that
we generically impose and that will be enough to secure a
causal arrow as a matter of objective fact. The low entropy
boundary condition in the temporal past is not just a ’con-
straint that we generically impose’; it is a fact about the
world, something that is part of the fixed background against
which we act. It is part of the unvarying scaffolding in our
world that lets us anticipate the future effects of interventions
and know things about the past. If the ‘direction of causal
influence’ is the direction in which the probabilistic effects
of local interventions propagate, then in a world with an
entropic gradient, causal influence propagates into the
future leaving the past untouched. The interventionist frame-
work—because it is itself temporally symmetric—helps us
locate (or make explicit) the source of the asymmetry.12

We can remove agents from the picture and use the inter-
ventionist analysis to bring into focus an asymmetry in the
physical setting in which agents act. Along a thermodynamic
gradient, causal relations—i.e. scaffolded intervention-sup-
porting probabilistic relationships between variables—will
not run from future to past for very general reasons: viz.
because the present macrostate of the world will screen off
probabilistic correlations to the past. Since there is no analo-
gous boundary condition in the future, probabilistic
influence will propagate freely in that direction.



Figure 2. Magic eye picture.

royalsocietypublishing.org/journal/rsfs
Interface

Focus
13:20220081

5

 D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//r

oy
al

so
ci

et
yp

ub
lis

hi
ng

.o
rg

/ o
n 

14
 A

pr
il 

20
23

 
6. The macroscopic coarse-graining
We have not entirely eliminated the shadow of the agent,
however, because we are still talking about the macrostate.
The notion of a macrostate is a little ambiguous; sometimes
it is used in a generic sense to refer to any coarse-graining
of the microstate and sometimes it is used to refer specifically
to the coarse-graining imposed by thermodynamic variables.
Up to this point, I’ve been using it in the specific sense with-
out worrying about the ambiguity, but it will matter in what
follows, so in this section, I will use lower-case for the generic
sense and capitalize when I mean the coarse-graining
imposed by thermodynamic variables. Of all the ways of car-
ving the world into different coarse-grained states, is there
anything that makes the thermodynamic coarse-graining
special other than that it is the one that our senses happen
to pick out? Even if there is an objective asymmetry that
emerges under the Macroscopic coarse-graining, why are
we talking about the Macrostate?

Let us suppose that we all agree that if our senses could
see right down to the microscopic level, we would see no
direction of determination in the laws. And let us suppose
that we all agree that when we have the whole structure
assembled—laws, thermodynamic gradient, agent coupled
to the world’s macrostructure, intervening on local vari-
ables—temporal asymmetries emerge from the agent’s
perspective that match our own. There remains the question
of whether we see the effects of our actions propagating
into the future but not the past simply because we happen to
see through Macroscopic lenses.

The way to press the question is to ask what other per-
spectives might be possible on the same world. We take a
world that is just like ours at the microlevel: same microstate,
same time-symmetric laws. We introduce an agent; the sen-
sors of the agent are going to pick out and ‘light up’ certain
coarse-grained variables. Everything else is pushed into the
background as the invisible network behind the scenes that
controls the dynamics of the variables we can see (figure 2).

By coarse-graining over different macrovariables, we can
bring into relief different patterns. Choose any set of macro-
variables and the microdynamics induces a dynamics over
those variables (tells us how they evolve in time). We
couple to the world via macrovariables that obey the
second law of thermodynamics. That means that we see irre-
versible processes and the effects of our own interventions
running into the future. But formally we can coarse-grain in
different ways. Allowed free reign in a structure of any
complexity, we can introduce agents that will ‘see’ many
different patterns. Maybe there are ways of finding a bird
or a fish, or the word ‘Jesus’ coming into view one letter at
a time. Looking from the bottom up, there is nothing that
announces the pattern that we see as having any special
status. The question that one would like to ask is whether
we could take the same world, introduce an agent and
couple it to the world by making a choice of sensors and
actuators that would reverse its temporal perspective. Could
we, that is, fix the microstate of our world just as it is and even
find a way of coupling to it that would reverse the temporally
oriented features of our experience?

It seems like there ought to be a sharp answer to the ques-
tion. As it stands, however, it is radically underspecified.
How much leeway do we have in choosing coarse-grainings?
Do we allow highly gerrymandered redistricting of phase
space? Do we allow only space–time integrals of conserved
quantities? And what sort of interventions do we allow? Do
we allow Maxwell Demon style control of microscopic
degrees of freedom or distributed high-level variables like
inflation? What about the Hamiltonian of universe? And
how do we motivate constraints? We do not want to choose
constraints that match our own perspective because the
point is to explore what alternative perspectives there might
be. With complete free reign the answer should be trivially
yes: we just take the ordinary thermodynamic coarse-
graining, for any volume of phase space, take the set of
trajectories coming out of that volume, and reverse them.
Now choose some time interval (e.g. 100 years) and take
the set of points of the reversed trajectories as defining a
new volume of phase space. It is not going to look like a
coarse-graining of the kind to which we are accustomed;
it is going to be a highly fibrillated set of points, but we
know by Louisville’s theorem, that volume is preserved.
Let us refine the question to get at something philosophically
interesting. What do we really want to ask here?

The tendency in the philosophical literature, when
thought experiments are introduced to separate what is in
the world and what is an artefact of perspective, is to treat
ourselves as transcendental subjects coming from the outside
and coupling to a world that we are not a part of. That is a
mistake here. We should not be thinking in terms of transcen-
dental subjects tapping into the world from outside. We
should be asking what ways of seeing the world there
might be by agents in the world with sensors that pick up
information via physical channels and actuators that manip-
ulate local features of the environment; we should be
thinking, that is to say, in concrete terms about what sorts
of embodied causal perspectives there might be in a world
like ours.13 There is a whole cluster of physical questions
that need to be nailed down before we have fully precise
questions: minimally an agent should be a system with sen-
sors and actuators; it should recognize the distinction
between what it sees and what it does; it should be able to
learn over time about the effects of its interventions and
use that information to guide behaviour. An agent like this
will have an internal arrow defined by the temporal direction
in which it sees the effects of its actions as propagating.
A recent, quite beautiful paper by Pete Evans, Gerard
Millburn and Sally Shrapnel gives us exactly the kind of
physical analysis we need to make the question precise and
answer it. They introduce a minimal model of a causal
agent and show that the internal arrow of any such agent is
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going to be aligned with the thermodynamic gradient. The
simple reason is that the physics of such an agent is dissipa-
tive, and not for accidental reasons, but for reasons associated
with the connections between energy and information which
are at the heart of the issue here. Any physical system that
functionally gathers and uses the information to guide behav-
iour is going to be using energy and is going to be subject to
thermodynamic constraints.14
turbine

Figure 3. Water turbine in a hydropower plant.
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7. The heart of the matter
That is half of the story. It tells us why, if there are infor-
mation-gathering and using systems, they are aligned with
the thermodynamic gradient, but it does not yet tell us why
there are information-gathering and using systems.

Here is how hydropower works. We build a dam so that
when water passes through a sluice, it flows down a channel
and turns a turbine (figure 3).15

The turbine is a subsystem of the world with an internal
arrow of rotation. The internal arrow is aligned with the
direction of the external current. Why? Because of physics.
The physics of the device shows why there are turbines
that run in the direction of the current and not counter to
it. But what if we asked not ‘why does the rotational arrow
of turbines align with that of the external current?’, but
‘why are there turbines?’. The answer to that question is
more revealing and to the point for our purposes here:
turbines exist precisely to exploit that gradient.

We saw above that the temporal orientation of causal
agents will be aligned with the thermodynamic gradient.
What if we ask, not just ‘what kinds of causal agents are phys-
ically implementable’, but ‘why are there causal agents?’. Why
are there creatures with sensors and actuators that learn and
what does that have to do with the thermodynamic gradient?
What kinds of agential perspectives would arise naturally and
indigenously in a world like ours? The answer is illuminating;
agents emerge to exploit the opportunities for information
utilization and control that are created by the thermodynamic
gradient. It is not an accident that we coarse-grain and coarse-
grain in the way that we do: our senses are designed to reveal
the asymmetric, information-rich patterns give agency a grip.

Microscopically, there are local processes, happening in
accord with unchanging laws. Macroscopically, irreversible
processes—both locally in adiabatically isolated subsystems
and at the global level—happen in the direction of increasing
entropy. The low entropy boundary condition in the past
makes it possible for information about the macroscopic
past to accumulate in the form of records.16 The macroscopic
world where there is a thermodynamic gradient is littered
with records that contain the imprint of its macroscopic his-
tory. A footprint in the sand, a scar on the trunk of a tree, a
photograph, a series of letters on a piece of paper …; all of
the semi-ordered approximately adiabatically isolated sys-
tems you see around you are evolving from states of even
lower entropy and bear the imprint of their past.

Themacroscopic development of those systems left to their
own devices will follow its ordinary course, dissipating
energy into the environment: footprints will wash away, ice
will melt. But the information contained in the macroscopic
environment (i.e. in the present state of systems evolving
from lower to higher entropy) is available to other systems to
use as a basis for their own behaviour. And evolution
populates the universe with systems that do that. A deer that
can read the signs of a recent lion hunt or a fox that knows
that a hole in the ground means a rodent is likely nearby
will do better than one that does not. A creature that has
some information about what has happened, has information
about what is going to happen. Because there are macroscopic
regularities that link what has happened towhatwill happen that
are not screened off by the macroscopic present, there is a
selective advantage to using the information in the
environment.

Like the deer and the beaver, we rely uncritically on
records for information about the past in our daily lives.
We take it for granted that chalk marks on a blackboard,
tracks in the snow, drawings on ancient cave walls or even
craters on the moon are remnants that were once more
ordered states. The foundations of thermodynamics aim to
make explicit the physical facts that underwrite that reliance.
If the universe did not start in a low entropy state, the local
macroscopic environment would not carry any more infor-
mation about the past than about the future. The things we
think of as signs of predator and prey would have been
much more likely to have fluctuated out of equilibrium by
chance than to have evolved from a more ordered state. All
of this is possible because the low entropy past makes infor-
mation about the macroscopic past readily available. It is
because of the low entropy past that facts about the past,
although long gone, leave an imprint on the current macro-
state of a system that can, in its turn, be used to regulate
local processes. So even though the microprocesses are all
local and Markov (probabilistically screen off their own
past), we see higher-level processes that effectively build
causal bridges between the past and the present by using
the information-bearing properties of macrostates in the pres-
ence of a low entropy boundary condition in the past.

So, it is not an accidental fact about us that we have sense
organs that track macroscopic information. Indeed, once we
are given the macrostate of a thermodynamic system, condi-
tionalizing on the microstate does not (typically, under the
kinds of conditions that we find out in the wild) affect prob-
abilities for the macroscopic future. That means that once one
knows the macrostate of a system, one has typically extracted
everything from the past that can be usefully parlayed into
information about the future. What all of this suggests is
that our perspective here is carefully crafted to reveal the
information-rich macropatterns on which agency works. By
filtering out the microscopic noise, your perspective is light-
ening the load of cognition (or doing some of the
cognizing, depending on how you like to think of it).
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So, if one looks from the bottom up, the macroscopic
coarse-graining is not going to look any more or less special
than the one that reveals the word of Jesus. It is not going to
have any special metaphysical status. But if one is searching in
the assembled architecture of the world for a stratum that will
support information-gathering and utilization, the pattern
that emerges under the macroscopic coarse-graining will
stand forth as special indeed.17

Suppose that we were suddenly given eyes that could see
the world in full microscopic detail. We can ask whether
adding microscopic information would increase future
macropredictability. In a deterministic setting, if we have
complete information about the microscopic state of the uni-
verse at one time, we can predict everything that would
happen at other times with certainty. But if we know any-
thing less than everything, that power goes away. The
microscopic laws entail that the future behaviour of an
open subsystem of the universe is a product of its internal
microstate together with exogenous influences. Generically,
knowing the microstate of a system is not going to help us
predict behaviour unless we also know all of the microscopic
influences that might impinge on it from the outside: every-
thing from the position of molecules in the air to neutrons
raining down from the atmosphere. Anything short of com-
plete information at the microlevel will not ensure the
prediction of the future microstate. If we want to apply the
microlaws to derive predictions, we either need full infor-
mation or the ability to shield exogenous influences. That is
a kind of control we can often arrange in the laboratory,
but do not ordinarily find out in the wild so there is no
clear selection pressure to enhance our perceptual perspective
with microscopic information, and the thermodynamic cost
of capturing and recording the information provides pressure
against it. In practice, it is not the deterministic microscopic
laws, but rather the emergent patterns that are robustly
indifferent to microscopic underpinnings that make predic-
tion possible. The most general of those are the laws of
thermodynamics. Those apply universally and (virtually)
without exception. In addition, there are all kinds of macrore-
gularities about the typical behaviour of specialized
subsystems: trees, frogs, people, or penguins. Those are
what—in practice—make the world predictable.18

There are evolutionary models to help us understand the
conditions under which behaviour regulated by sensitivity
to various environmental cues would be selected for. Peter
Godfrey Smith, for example, provides a formula for calculating
the expected payoff of attending to various kinds of infor-
mation in the environment for regulating behaviour [32].
He is using it to ask questions such as should sea moss
always have spikes or should it have sensors that detect a
chemical produced by sea slugs and produce spikes only
when there is enough of that around? Under what circum-
stances will the flexible strategy (the strategy of having
behaviour regulated by local environmental parameters) be
better than the best inflexible one? Whether it is better to be
flexible depends on whether the cue being used is reliable
enough to overcome the difference between the expected
importances of the two states of the world. The importance of
a state of the world is defined as the difference between the
payoff resulting from appropriate action in that state and the
payoff resulting from an alternative (inappropriate) action in
that state. The expected importance is defined as the importance
multiplied by the probability of that state. If the organism is
going to produce only a single behaviour, it is best to produce
the behaviour suited to the state of the world with the higher
expected importance. It is worth using a flexible strategy only
if the cue associated with that strategy is reliable enough to
overcome the asymmetry between the expected importances
of the two states of the world.19

The model addresses the question: what are the properties
of reliability that a cue must have before it is worth using to
direct behaviour? We can apply it to gauge the expected
payoff of using microscopic versus macroscopic information
to guide behaviour in an environment like ours. What
we are suggesting is that given macroscopic information,
microscopic information would have little or no payoff
under typical conditions.20 All of this reinforces the lesson
that the macroscopic state of the environment is where the
information-rich patterns on which cognition works are.
Microinformation does not help except under conditions
that are not typically available in the wild. So the right
response to the worry that the arrows that emerge under
the macroscopic coarse-graining are just accidents of
perspective is that there is nothing accidental about our
perspective.21
8. Conclusion
We started with the concern that the temporally oriented fea-
tures of our experience were ‘mere’ artefacts of perspective
and what we have found is that our perspective is rather
tightly integrated into the world and tailored to bring into
relief the information-rich patterns on which cognition—
and in particular, cognition, in the rich form that we exem-
plify it—works. Perception and cognition are evolved
activities of embodied beings that cannot be disentangled
from the underlying physics of the world in which they oper-
ate. They arise to exploit the opportunities physics provides.

Is this a form of perspectivalism? It is not glib perspectiv-
alism. Glib perspectivalism about some feature of the world
says that it is merely an artefact of the lenses through which
we see it. So, for example, you might accuse someone of
seeing the world through rose-coloured glasses, implying
that the rosiness is entirely projected, i.e. that the rosiness is
not in the world but in the glasses and they are misattributing
it if they attribute it to the world. The contrast to glib perspec-
tivalism is thoughtful perspectivalism, where one thinks, ‘The
world is full of good and bad. The person who sees the world
through rose-coloured glasses is seeing something real,
attending to the good in the world, allowing it to dominate
their field of view’. The thoughtful perspectivalist is someone
who sees the world through lenses that reveal real patterns.22

Someone can see the world through the economist’s glasses,
attending to economic variables, or see theworld through gen-
dered lenses that bring gender relations into relief. They can
see it through lenses that highlight information flow or
power relations. In these cases, what they see is perfectly
real. The lenses reveal something that is there in the world. It
is an objective question which patterns are there and in some
cases, for given purposes, which ones are worth seeing.
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Endnotes
1See [10,11] for the formal framework and Woodward [12] for philo-
sophical development, including discussion of the notion of
intervention.
2The formal definition of an intervention remains a point of debate
(see [13]). Interventionism does not provide the only causal notion
that can be clearly defined and proves useful to science. Causal pro-
cess notions [14,15] capture aspects of our causal intuitions that
are not captured by the interventionist conception of cause. My
view is that there is no single concept that captures all of those intui-
tions and that we should rather be pluralists about the collection
precisely definable physical concepts that answer to different causal
intuitions. The reason for focusing on the interventionist notion
here is that causal processes are not intrinsically asymmetric. It is
the interventionist pathways that are the target for analysis of the
causal asymmetry.
3On the comparison between the probability calculus and interven-
tionist formalism see [16,17].
4See [18]. For a recent and especially nuanced assessment that deals
also with the quantum case, see [19].
5Increasing, here = non-decreasing.
6Albert’s book [18] and then later in Albert [23]. See also [24,25].
7Details are given in Albert [18] and [23].
8Of course, no real agent actually has full information about the
macrostate of the world so this characterizes the information that is
in principle accessible to the agent. Substituting ‘surveyed’ for ‘sur-
veyable’ will tell us what information an agent actually has.
9There is a bit of subtlety here about how to characterize events in the
world that are rightly thought of as coming under agential control.
Human movements themselves do not have an inherent grain: if
you raise your arm, for example, you also raise all of the microparti-
cles of which it is composed, produce electrical impulses that travel
up the muscles, and induce microscopic neural changes in your
brain. But control requires perceptual feedback. There are complex
sensorimotor networks in the human body that loop in things like
movements of our arms and legs, the motion of our head, the
sound of our voice, without any more fine-grained voluntary control.
10Albert [18,23] offered a counterfactual account of causation and
tried to derive the causal asymmetry from the thermodynamic gradi-
ent. Frisch [26] and Elga [27] proposed counterexamples involving
special conditions engineered to secure counterfactual dependence
of past events on present actions. Albert conceded that under the
right conditions his account would generate counterfactual depen-
dence of past events on present ones and hence there would be
backward causation but argued that it was not the kind of depen-
dence that could be used strategically to bring about past events.
The backwards dependence in both examples (which trades on the
fact that present events can provide information about the past) dis-
appears when the event in question is an intervention because
interventions break the kind of past probabilistic dependence on
which they depend. Interventionist causal pathways are scaffolded
intervention-supporting probabilistic relationships. The absence
these kinds of relationships running into the past is the mirror of
the reason that there are no current records of the future.
11That is what I argued effectively in (2016) [29]; everything depends
on what you hold fixed and what you allow to vary.
12If the low entropy past is not imposed as a constraint, the past
effects of present interventions (cutting ties with upstream variables
and asking about effects of interventions on the past) precisely mirror
the future effects of present interventions. Once we impose the low
entropy boundary condition, the asymmetry emerges with probabil-
istic effects running only into the future.
13The notion of a perspective has always had a double life. One can
treat perspective formally and ask whether some domain permits one
to introduce a formal reference frame of a certain kind and how some
feature of interest depends on the reference frame. Or one can treat a
perspective as something that is physically realized. In space–time
physics, for example, sometimes people mean a formally defined
frame of spatial reference and when they talk about symmetry trans-
formations, like boosts and rotations—they mean a purely formal
operation. The idea is that one could leave the world entirely alone
and make a mathematical transformation to our frame of reference
that leaves the laws (or the model or the system under discussion)
intact. Other times, they mean a physically embodied frame of refer-
ence that is part of the system that is being modelled, e.g. a moving
ship, a person in an elevator, and symmetry transformations are
physical changes in the location or state of motion of the frame. In
that setting, the distinction was often pointed out and largely
benign. It becomes important here because we are talking about
the alignment of a system’s internal dynamics with that of its
environment where asymmetries are in play.
14http://philsci-archive.pitt.edu/18844/, https://arxiv.org/abs/2009.
04121. Their paper is wide-ranging and argued in detail. As soon as one
is thinking in these terms, connections between energy and information
are going to become important and it is going to begin to look like
(something approaching) law that any physically implementable
system that uses and processes information is going to be aligned
with the thermodynamic gradient. See [30,31].
15An anomymous reviewer points out correctly that a more apt ana-
logy might be furnished by wind turbines or solar panels which
exploit flows that arise naturally. That observation brings out the cen-
tral suggestion here, which is that the world provides affordances
that agents emerge to exploit. Evolution produces agents whose
senses are sensitive to macroscopic variables because that is where
the exploitable information-bearing patterns lie.
16I am reverting to the ordinary convention of not capitalizing
‘macrostate’ even though using it specifically in the remainder of
the paper to refer to the thermodynamic coarse-graining.
17The existence of emergent macroregularities robust under the kinds
of noisy conditions we find out in the wild is already highly non-gen-
eric, but what happens to these laws along a thermodynamic
gradient is what supports information-gathering and utilization
with a long horizon. In denying that that the macroscopic coarse-
graining has a special metaphysical status, I mean anything that
requires ontological distinction not captured by these dynamical
considerations.
18People often say things like (assuming determinism) if you
know the exact brain state of someone making a difficult decision
you would be able to predict their decision. But of course, that is
nonsense. In principle, as a matter of microphysical law, anything
can make a difference to your behaviour from the particular
velocity with which a particular molecule of air strikes the
surface of their skin, to a tiny dust particle that lands on the back
of their neck. The response is often made that these things are not
likely to make a difference, but in saying that, one relies on macroge-
neralizations about what makes a difference to the decisions of
creatures like us. The same goes for the behaviour of trees and traffic
lights.
19This model is closely related to a model of information gathering
used in Bayesian decision theory which describes the benefits of
experimentation. It is supposed that an agent must make a decision
about how to act in a given situation and that she has the option of
undertaking a cost-free experiment. The possible outcomes of the
experiment are (for her) probabilistically related to the states of the
world that determine the success or failure of her action. A cue
associated with a flexible strategy that is inferior to an inflexible strat-
egy in the biological model corresponds to a zero-value experiment
in the Bayesian model.
20’Environment like ours’ means a classical world of similar complex-
ity, along a thermodynamic gradient. For another approach to a
closely related conclusion, see [33].
21Rovelli [34] conjectures that in a world as complex as ours
there ought to be a coarse graining that reverses this whole suite
of features. That raises the question of whether there could be
subsystems of our world, coupled to it by macroproperties which
define a notion of entropy whose gradient is reversed relative
to thermodynamic entropy. This is a different and much more
radical challenge than I have answered here. The possibility of
formally coarse-graining in a way that reverses the gradient leaves
open that there are constraints on coarse-graining that rule this out
as a concrete possibility, but I leave this challenge as an open
question.
22The term is used deliberately to evoke ’real patterns’ [35].

http://philsci-archive.pitt.edu/18844/
https://arxiv.org/abs/2009.04121
https://arxiv.org/abs/2009.04121
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